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Samenvatting

Traditionele paradigma’s voor logisch programmeren hebben een gesloten
wereld veronderstelling: geldige deducties gebruiken enkel die constanten die
in het programma voorkomen. Het grounden van een logisch programma met
zijn eigen constanten verhindert het gebruik van logisch programmeren als
conceptuele modelleertaal. Een kennisingenieur zou alle “invloedrijke” con-
stanten moeten voorzien.

Open answer set programmeren (OASP) lost dit gebrek aan modulariteit
op door toe te laten dat logische programma’s geground worden met de ele-
menten van een willekeurige niet-lege aftelbare verzameling die de constanten
in het programma omvat. OASP is echter, in het algemeen, onbeslisbaar. Het
onbeslisbare domino probleem kan ernaar gereduceerd worden.

Ten einde beslisbaarheid te herwinnen, beperken we de vorm van logische
programma’s. Dit levert 3 families van logische programma’s op, gebaseerd op
3 verschillende reducties:

e Conceptuele Logische Programma’s (CoLPs) zijn logische programma’s
met unaire en binaire predikaten (mogelijk omgekeerde binaire predikaten)
waar regels een boomstructuur hebben. Beslisbaarheid van het nakijken of
er aan een predikaat voldaan kan worden, kan getoond worden door een
reductie naar het nakijken of er boomstructuren zijn die door een two-way
alternating tree automaton aanvaard worden.

e Forest Logische Programma’s (FoLPs) breiden CoLPs uit met constanten
en laten omgekeerde binaire predikaten weg. We identificeren fragmenten
die een reductie naar eindig answer set programmeren toelaten (i.e., met
een gesloten wereld veronderstelling).

e Guarded Programma’s laten n-aire predikaten toe maar beperken het ge-
bruik van negatieve atomen, zoals bv. ongelijkheid #. Beslisbaarheid van
guarded programma’s hangt af van een vertaling naar guarded fixed point
logic, welke gezien kan worden als een uitbreiding van Clark’s completion
met fixed point formules. We breiden guarded programma’s verder uit en



tonen aan dat (alternation-free) guarded fixed point logic equivalent is met
het resulterende formalisme.

We bespreken de bovenstaande 3 families in detail. In het bijzonder
illustreren we hun expressiviteit door hen te relateren aan kennisrepresentatie
formalismen zoals description logics (DLs), mogelijk uitgebreid met DL-safe
regels, computation tree logic (CTL), Datalog LITE, (alternation-free) guarded
fixed point logic, en eindig answer set programmeren met w-restricted pro-
gramma’s. Bovendien integreren logische programma’s onder de open answer
set semantiek, in één unificerend formalisme, het beste van zowel het logisch
programmeren paradigma (nonmonotoniciteit door negation by failure) en het
DL paradigma (beslisbaar open domein redeneren). Dit maakt OASP een
geschikte kandidaat voor Semantic Web redeneren.

VIII



Abstract

Traditional logic programming paradigms have a closed world assumption:
they make valid deductions using the logic program’s constants only. By
grounding a logic program with its own constants, the use of logic program-
ming as a conceptual modeling language is severely hampered. A knowledge
engineer would need to provide all “influential” constants.

Open answer set programming (OASP) solves this lack of modularity by
allowing for the grounding of logic programs with an arbitrary non-empty
countable superset of the program’s constants. However, OASP is, in general,
undecidable: the undecidable domino problem can be reduced to it.

In order to regain decidability, we restrict the shape of logic programs,
yielding 3 families of logic programs, based on 3 different decidability vehicles:

e Conceptual Logic Programs (CoLPs) are logic programs with unary and
binary predicates (possibly inverted) where rules have a tree shape. De-
cidability of satisfiability checking of predicates is shown by a reduction
to non-emptiness checking of two-way alternating tree automata.

e Forest Logic Programs (FoLPs) extend CoLPs with constants and leave
out inverted predicates. We identify fragments that enable a reduction to
finite answer set programming (i.e., with a closed world assumption).

e Guarded Programs allow for n-ary predicates but restrict the use of nega-
tive atoms like, e.g., inequality #. Their decidability depends on a transla-
tion from guarded programs to guarded fixed point logic formulas, which
can be seen as an extension of Clark’s completion with fixed point for-
mulas. We further extend guarded programs with generalized literals and
show that (alternation-free) guarded fixed point logic is equivalent to the
resulting framework.

We discuss the above 3 families in depth, in particular, we illustrate their
expressiveness by relating them to knowledge representation formalisms such
as description logics (DLs), possibly extended with DL-safe rules, computation
tree logic (CTL), Datalog LITE, (alternation-free) guarded fixed point logic,
and finite answer set programming with w-restricted programs. Moreover,



logic programs under the open answer set semantics integrate, in one unifying
framework, the best of both the logic programming paradigm (a flexible rule-
based representation and nonmonotonicity by means of negation as failure)
and the DL paradigm (decidable open domain reasoning). This makes OASP
a viable candidate for Semantic Web reasoning.
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1

Introduction

1.1 Motivation

In traditional logic programming paradigms a closed world assumption holds.
In practice, this means that, in order to make valid deductions, one only
takes into account the known objects. More specifically, one only considers
the constants that are specified in the logic program. Take, for example, a
logic program consisting of the following rules

study(X) V not study(X) —

pass(X) — study(X)
fail(X) « not pass(X)
pass(john) —

This program represents the knowledge that one may study or not, and if
one does, one will pass, otherwise one will fail. In particular, we have a fact
stating that student john passes.

Logic programming paradigms , as, e.g., answer set programming [GL88],
will then ground the program with all constants that are present in the pro-
gram, resulting in a program without variables:

study(john) V not study(john) —
(john) «— study(john)
fail(john) «— not pass(john)
) —

pass(john

with answer sets {pass(john)} and {pass(john), study(john)}*, none of them
containing a fail-atom. One might then conclude, since there is no fail-literal
in any answer set, that one can never fail, or, formally, that the fail-predicate
is not satisfiable. However, in the setting where the first three rules of the

! Note the effect of study(X) V not study(X) «, which freely allows for john to
study or not. We call such rules free rules.
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example program are just specifying some general knowledge about studying,
passing, and failing, such a conclusion is wrong. Given other instance data
than the rule pass(john) < the conclusions of the program may be different
and individuals can fail (the predicate fail is satisfiable). Thus, listing more
students in the program might solve the problem in this case. However, in
general, this puts a serious burden on the knowledge engineer, having to handle
all “influential” constants.

The illustrated behavior of closed world reasoning indicates a lack of mod-
ularity, as discussed in [VS93]. In [VS93], it is argued that, like in normal
software, “procedures” should be independent of the environment, i.e., adding
new procedures to the system should not interfere with the conclusions the
already defined procedures make. In essence, procedures should be able to
cope with unknown objects, or, in a logic programming context, deductions
made by logic programming semantics should be robust against the addition
of new constants and should take into account the existence of unspecified,
anonymous elements.

The lack of modularity was termed the universal query problem in [PP90]:
take the universal query VX -p(X) asking whether for all elements x from some
universe, p holds. Given a rule p(a) «, one has, with a standard Herbrand
least model semantics (i.e., under a closed world assumption), that the only
model of the rule is {p(a)}. No further objects than a are considered such that
the query VX - p(X) holds. However, adding (unrelated) knowledge ¢(b) «—
one gets the model {p(a), ¢(b)} such that the query no longer holds: p(b) does
not hold.

In [VS93], several alternative assumptions for the closed world assump-
tion are discussed, largely independent of any particular logic programming
semantics. E.g., assumptions that always assume an infinite number of freshly
named elements by adding a rule with a constant and a function symbol such
that the Herbrand Universe is always infinite, or, allowing for an arbitrary
number of anonymous elements like in a first-order setting.

[GP93] solves the described problem in the context of answer set program-
ming by introducing k& new constants, k£ finite, and grounding the program
with this extended universe; the answer sets of the grounded program are
called k-belief sets.

Instead of allowing for extensions of the constants in the program, one can
also allow for so-called open predicates as in [VB97] for a well-founded seman-
tics or in [Bon03] for an answer set semantics with function symbols. Instead
of dropping the closed world assumption altogether as in [VS93] or [GP93],
one restricts the closed world reasoning to predicates that are not open, i.e.,
roughly, the open predicates receive a first-order semantics while the other
ones remain closed world (but, of course, by allowing for open predicates the
domain is actually open since the open predicates may introduce anonymous
elements in the program).

We extend the principle of k-belief sets in [GP93] by allowing for arbitrary,
thus possibly infinite, non-empty countable supersets of the program’s con-
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stants, so-called universes. Open answer sets are then pairs (U, M) with M an
answer set of the program grounded with the universe U of P. Recapitulating
our example, we have that ({a,z}, {pass(john), fail(z)}) is an open answer
set of the program. Indeed, the grounding is now w.r.t. {a,z} instead of {a}
where z is a new anonymous element:

study(john) V not study(john) —
pass(john) «— study(john)
fail(john) «— not pass(john)
study(x) V not study(z) —
pass(z) — study(z)
fail(xz) — not pass(z)
pass(john) «—

which has an answer set {pass(john), fail(x)} such that the predicate fail
is indeed satisfiable, or, intuitively, there is instance data such that the fail
predicate can be populated.

Although open answer sets consist of a universe like first-order logic in-
terpretations, the formalism is not a fragment of first-order logic. Since open
answer sets are minimal models of their Gelfond-Lifschitz reduct [GL88], i.e.,
the transformation of a program with negation as failure to a program with-
out it, they are capable of expressing concepts that are not expressible in
first-order logic. E.g., a program with rules

p(X,Y) — f(X,Y)
p(sz) — f(X, Y),p(Y,Z)

expresses that p is the transitive closure of f. It is well-known that transitive
closure cannot be expressed in first-order logic, see, e.g., [AHV95].

However, as reasoning with k-belief sets is already undecidable [Sch93] it
comes as no surprise that open answer set programming (OASP) is too. We
show this by reducing a well-known undecidable problem, the domino problem,
to satisfiability checking of predicates under an open answer set semantics.?
In order to regain decidability but still have the desired openness, we will
compromise on the shape of programs and look for specific forms of programs
for which reasoning under the open answer set semantics is decidable, but
which are still expressive enough to represent useful knowledge.

Consequently, the main topic of this dissertation is:

The identification of interesting decidable classes of logic programs
for which reasoning under the open answer set semantics is decidable.

A promising area of application for open answer set programming is the en-
visioned Semantic Web. The Semantic Web [BLHLO1] seeks to improve on

2 Note that we cannot use the undecidability of reasoning with k-belief sets to show
undecidability of reasoning with open answer sets, as the latter may be infinite
while the former are always finite.
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the current World Wide Web, making knowledge not only viewable and in-
terpretable by humans, but also by software agents. Ontologies play a crucial
role in the realization of this next generation web by providing a “shared
understanding” [UG96] of certain domains.

Description Logics (DLs) [BCM™03] constitute a family of logical for-
malisms that are based on frame-based systems and useful for knowledge
representation, e.g., the representation of taxonomies in certain application
domains. Its basic language features include the notions of concepts and roles.
Different DLs can then be identified by the set of constructors that are allowed
to form complex concepts or roles. Although DLs are being heavily promoted
as an ontology language standard (see the ontology language OWL [BvHH]),
they are by no means synonymous for ontology language. Possible alternatives
to DL ontologies include, for example, ORM [Hal01] ontologies as illustrated
in the DOGMA framework [JMO02]. Or, as we will argue, logic programs under
an open answer set semantics.

In the context of the Semantic Web, the integration of rules and ontologies
has gained renewed interest, e.g., in [MSS04]. Note that this naming is rather
confusing, in the sense that sets of rules (like in logic programming) can
be considered to be ontologies as well, in fact, the programs under an open
answer set semantics are, syntactically, rule-based, while they are suitable
for expressing “ontological” knowledge as well. What is usually meant in the
literature with such an integration of rules and ontologies is the integration
between a logic programming paradigm and a particular description logic,
intended to provide a more powerful framework, see, e.g., [MSS04, GHVDO03,
AB02, HMS03, Swi04, VBDDS97, LR96, DLNS98, Ros05, ELST04a, EISTO05,
HSB104, HPS04b].

More specifically, from the logic programming side, one can, e.g., attempt
to retain the nonmonotonicity (typically provided by negation as failure),
while from the description logics side exactly the open domain reasoning is
one of the interesting features (besides decidability of reasoning). Logic pro-
grams under an open answer set semantics naturally combine both of those
strongholds in one unifying decidable framework, allowing for both negation
as failure and open domains in a rule-based formalism.

1.2 Overview of Decidable Fragments

We can place the different types of programs for which satisfiability checking
is decidable in 3 categories, based on the used decidability vehicle:

1. The programs for which satisfiability checking is reduced to checking non-
emptiness of two-way alternating tree automata (2ATA): conceptual logic
programs.

2. The programs for which satisfiability checking is reduced to normal finite
answer set programming: (local) forest logic programs and variations or
extensions thereof.
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3. The programs for which satisfiability checking is reduced to satisfiability
checking in guarded fixed point logic: guarded programs and variations or
extensions thereof.

In the next subsections, we present a brief overview of the above three
types, e.g., indicating how their decidability is established, how they differ
from each other, what the resulting complexity of reasoning is, and that they
are expressive enough to capture reasoning in other knowledge representation
formalisms.

1.2.1 Conceptual Logic Programs

Two-way alternating tree automata (2ATA) [Var98] are automata that take
infinite labeled trees as input. They either accept or reject such an infinite
tree based on the notion of accepting run of the 2ATA on the tree. A run is
again a labeled tree that describes the execution of the 2ATA on a given input
tree: its root is labeled by the initial state of the 2ATA and the root of the
input tree. In general, the nodes of a run are labeled with the state the 2ATA
is in together with the node the automaton is scanning. Each successor of a
node in the run corresponds to the state and the scanning node of (a copy) of
the 2ATA at a next time step. Those transitions from a node to a successor
node are constrained by a transition function.

E.g., when the 2ATA is in a state g and reading a label a of a certain node,
the transition function d can express that the 2ATA should enter state ¢; and
move to the predecessor node or enter g, in the first successor and ¢s in the
third successor as follows:

5(Qa a) = (_17 Q1) \ ((15 q2) A (35 q3)) :

Note that, intuitively, a 2ATA can “fork” into multiple instances by starting
to scan the first and third successor of the current node. The fact that the
automaton can go up in the input tree (indicated by —1) explains the naming
two-way and the alternating considers the fact that the definition of the tran-
sition function may be a positive boolean formula (in normal tree automata,
the automaton always forks one version of itself into all of the successors).

An accepting run is a run of the 2ATA on an infinite tree that satisfies the
acceptance condition. This acceptance condition can indicate which states of
the 2ATA must be visited infinitely often or which states cannot be visited
infinitely often. E.g., a 2ATA can recognize infinite trees that contain only a
finite number of labels containing some symbol a.

One of the basic reasoning procedures associated with 2ATAs is checking
non-emptiness, i.e., given a 2ATA A, is there some infinite tree that is ac-
cepted by A. In [Var98], it is shown that checking non-emptiness of a 2ATA is
in EXPTIME w.r.t. the number of states of the 2ATA. 2ATA can, e.g., be used
to show decidability (and tight upper complexity bounds) of expressive de-
scription logics (DLs), logics for expressing conceptual knowledge [BCMT03],
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as is shown in [CGLO02]. These decidability results are based on the reduc-
tion of satisfiability checking of DL concepts to checking non-emptiness of a
constructed 2ATA.

We want to identify a type of logic programs for which satisfiability check-
ing of predicates can be reduced to checking non-emptiness of a constructed
2ATA. Formally, checking whether a predicate p is satisfiable w.r.t. a program
P amounts to checking whether there is an open answer set that contains some
atom p(x). Intuitively, we construct a 2ATA A, p such that an open answer
set of P that satisfies p can be rewritten as an (infinite) tree that is accepted
by A, p and, vice versa, such that an infinite tree that is accepted by A, p
can be written as an open answer set of P that satisfies p.

This requirement — open answer sets of programs can be rewritten as
labeled trees — leads us to the definition of conceptual logic programs (CoLPs)
which satisfy this tree model property. Predicates in CoLPs must be unary or
binary. Intuitively, unary literals p(z) can be seen as enforcing that the node
corresponding to z has p in its label. Similarly, f(x,y) in an open answer set
corresponds to a predecessor /successor relation between the nodes associated
with z and y, where the connecting edge is labeled with f.

We do not allow for constants in CoLPs: intuitively, {f(z,y), f(y,z)} is
a cycle with anonymous elements z and y in an open answer set and can be
replaced by {f(z,y), f(y, 2)}, i.e., introduce a new anonymous element z that
is a copy of z, yielding a tree structure. A similar cycle {f(a,y), f(y,a)} for
a constant a cannot be removed this way: a is not anonymous so we cannot
necessarily replace the f(y,a) by some f(y, z) since f(y,a) may be introduced
by a rule with head f(Y,a) which cannot be used to motivate f(y,z) for an
anonymous z. In the next section, we show how to cope with constants in a
program.

Given those restrictions CoLP rules are one of the following types

o free rules a(X)V not a(X) «— or f(X,Y)Vnot f(X,Y) < . Such rules
allow for the “free” introduction of unary and binary literals, provided
other rules do not impose extra constraints.

e unary rules, i.e., rules with a unary literal in the head. E.g.,

a(X) (_f(Xv Y1)7n0t g(Xa YQ)vh(Xv Y2)7 Y; 7£ Y2

expresses that if z and y; are connected by f (i.e., f(x,y1) holds), z and
y2 are connected by h and g does not hold for that connection, and y; and
yo are different, then a must hold at z. Unary rules have a branching or
tree structure if we regard X as a node and Y; and Y5 as its successors.
We ensure that we can rewrite open answer sets as trees by imposing the
existence of a positive connection between each X and Y;, i.e., in the above
rule if h(X,Y>) were missing it would not be a valid CoLP rule.

Indeed, take a program containing rules®

3 The example is an adaptation of the DL concept A MY—R.—A which is not sat-
isfiable by tree models, see, e.g., [LS00].



1.2 Overview of Decidable Fragments 7

q(X) < a(X), not p(X)
p(X) — not r(X,Y),a(Y)

In order to make g satisfiable, one needs some ¢(z) to hold. By minimality
of open answer sets, we have that the body of the first rule must be true,
i.e., a(z) holds and p(z) does not hold. The latter implies that the body of
the second rule cannot be true, i.e., if there is some y such that r(z,y) does
not hold, then a(y) cannot hold. Since a(x) holds, we have that r(z, ) must
always hold, resulting in a cycle. Hence, open answer sets of the program
that satisfy ¢ can never be rewritten as a tree since such a cycle will always
arise.
e Dbinary rules, i.e., rules with a binary literal f(X,Y") in the head. E.g.,

f(X,Y) «— a(X),not b(X),g(X,Y),c(Y)

Similarly as for unary rules, we ensure that there is some connection
g9(X,Y) in the body, avoiding that connections between arbitrary nodes
(i-e., not successor/predecessor) are imposed.

o constraints «— a(X) or « f(X,Y). Rules with empty head (i.e., the left
hand side of «—) are called constraints; they ensure the body (i.e., the right
hand side of <) can never be true. Actually, the constraints of the simple
types above can be equivalently replaced by constraints that have a body
like in unary rules or binary rules respectively.

Furthermore, we allow for a special type of predicates in CoLPs, inverted
predicates, which are denoted f ! for a binary predicate f. The intuitive mean-
ing of f!(z,y) is that it holds in an open answer set iff f(y,x) holds, i.e., f!
is indeed the inverse of f. Open answer sets that enforce this inverted world
assumption are called open answer sets under IWA and satisfiability checking
of predicates that is only interested in open answer sets under IWA is called
satisfiability checking under IWA. Inverted predicates are conceptually simi-
lar to inverted roles in description logics like SHZQ [HST99] and allow one
to express knowledge that has only infinite open answer sets (under IWA).
Intuitively, one can write down rules that continually enforce the introduction
of new elements, making use of inverted predicates to prohibit the reuse of
previously introduced elements (see Example 3.21, pp. 73).

Conceptual logic programs are a type of programs for which the open
answer sets can be rewritten as labeled trees such that they can be given as
input to 2ATA, and vice versa, labeled trees recognized by an appropriately
constructed 2ATA can be rewritten as open answer sets. The constructed
2ATA has a transition function that is in accordance with the rules of the
program. E.g., a rule

a(X) — f(X,Y),b(Y)

amounts to transitions specifying that, if @ is not in the label of a node, then
there can be no f-successor of that node where b holds. Such rules take care
of satisfaction of rules and we call the associated states negative states. The
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minimality of open answer sets is guaranteed by rules that ensure that if a is
in the label of a node then there must be some f-successor of the node where b
holds. States that implement the latter behavior will be called positive states.

The acceptance condition ensures that positive states cannot appear in-
finitely on a path. Intuitively, the infinite occurrence of such a positive state
would imply that a predicate cannot be finitely motivated, which contra-
dicts with the minimality of (open) answer sets. E.g., for a rule a(X) «
f(X,Y),a(Y), an a in the label of a node would amount to a f-successor
where again a holds, and a similar scenario occurs, resulting in an infinite
path containing infinitely many times the positive state that should motivate
a. By the minimality of open answer sets such “infinite” motivations are not
allowed.

As noted above, checking non-emptiness of 2ATA is in EXPTIME in the
number of states. Since the number of states of the 2ATA that is constructed
from a CoLP P is polynomial in the size of P, we have that satisfiability
checking w.r.t. CoLPs is in EXPTIME as well.

CoLPs turn out to be useful for expressing conceptual knowledge, hence
their naming. They can serve as a formalized representation of graphically rep-
resented models that result from the conceptual modeling approach object-role
modeling (ORM) [Hal01]. Moreover, CoLPs can be used to detect and signal
inconsistencies in the conceptual models, thus supporting a continuous quality
assessment during the conceptual design phase. Advantages of using CoLLP for
conceptual modeling include modularity: rules can be added independently,
e.g., to express complex constraints, while the consistency of the updated
scheme can be verified automatically. We do not claim a mapping of the rich
language of ORM to CoLPs. However, we will show the translation of a signif-
icant part of the allowed ORM constructs to CoLP, illustrating the usefulness
of CoLPs for conceptual modeling.

In description logics, terminological axioms encode the knowledge that a
concept is subsumed by another one. The simple example that, if a child is
popular then it has at least three different popular friends, can be expressed
as follows:

PopChild C Child 1 (> 3 friend.PopChild)

A set of such axioms is called a knowledge base. PopChild and Child are called
concept names and friend is a role name. The concept expression (> n Q.D),
a qualified number restriction, represents all the items for which there are at
least n different QQ-successors that belong to D. More specifically, if z belongs
to (> n Q.D) there are n different y; such that (z,y;) belongs to @ (or z is
connected through @ with y;) and y; belongs to the concept expression D. The
intersection constructor I expresses that an item belongs to both operands:
if x belongs to A M B it belongs to both A and B. Similar to intersection,
L (union) is also a commonly used constructor, as well as negation —, which
have their trivial set-theoretic interpretations.
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Other widely used DLs constructors are the exists restriction IR.C' and
the value restriction VR.C. They can express items that have a rich father:
Jfather.RichPerson. Such a concept expression represents all the x’s that have
at least one y, connected through the role father (i.e., they have at least one
father), such that y belongs to the concept RichPerson. People having only
rich friends can be represented by the value restriction Vfriends. RichPerson.*
Some DLs also allow for the declaration of roles as being transitive, such that,
for example, if x is an ancestor of y, y is an ancestor of z, then, in case the
ancestor role is declared to be transitive, x is an ancestor of z. Another role
constructor is P~, which takes the inverse of a role such that if (x,y) belongs
to P, (y,z) belongs to P~.

Satisfiability checking of concept expressions w.r.t. a knowledge base, i.e.,
is their a model of the knowledge base such that the concept expression has a
non-empty extension w.r.t. that interpretation, cannot be simulated by finite
answer set programming for several DLs, because of the lack of the finite
model property: some DL knowledge bases have only infinite models. Such a
DL is, for example, SHZQ [HS98].

Take, for example, the following knowledge base:

SalesItem T Item M JhasPrice
Item M JhasPrice T SalesItem

The corresponding CoLLP defines Salesltem, Item, and hasPrice with free

rules
SalesItem(X) V not Salesltem(X) —

Item(X) V not Item(X) «—
hasPrice(X, Y) V not hasPrice(X,Y) «

and defines the intersection and the exists restriction JhasPrice as follows:

(Item M 3hasPrice)(X) <« Item(X),3hasPrice(X)
JhasPrice(X ) <« hasPrice(X,Y)

Finally, we express both DL axioms directly by the constraints,

— SalesItem(X), not (Item M 3hasPrice)(X)
— not Salesltem(X), (Item M 3hasPrice)(X)

In general, SHZQ reasoning can be polynomially reduced to reasoning
w.r.t. CoLPs. Since SHZQ reasoning is EXPTIME-complete, this yields EX-
PTIME-hardness for reasoning w.r.t. CoLPs. Together with the EXPTIME-
membership for CoLPs, we have EXPTIME-completeness for CoLP reasoning.

4 Note that belonging to this concept does not imply having any friends, only that
if one has friends, they are rich.
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1.2.2 Forest Logic Programs

In a next phase, we allow for constants in CoLPs, resulting in Forest Logic
Programs (FoLPs). Forest Logic Programs are again programs with only unary
and binary predicates.

Essentially, FoLP rules are like their corresponding CoLP versions, with
the difference that we allow for constants too. The conditions in unary and
binary rules hold for variables only, i.e., the constants are effectively ignored.
The main difficulty that is introduced by constants is the loss of the tree
model property. Open answer sets of FoLPs can no longer be rewritten as tree
structured open answer sets. However, they can be rewritten as open answer
sets that have a forest structure where a forest is a set of trees. Intuitively, we
associate each constant with the root of its own tree.

Take, for example, the FoL.P,

profit(C, P) V not profit(C, P) —
daught(C, D) V not daught(C, D) «—
good(C) — profit(C,>10%)
good(C) — daught(C, D), not bad(D)

bad(C) «— not good(C)

expressing that a company had a good year if either its profits were more
than 10 percent of its turnover or if it has a daughter company that did well.
The two rules with disjunction may freely introduce profit or daught tuples.
The program has an open answer set that is a forest model consisting of two
trees, one with root 2, and one with a constant root >10% (which is a single
node tree), indicating that x is a good company (good(z)) which makes a lot of
profit and has a chain of good daughters. In order to have a valid forest struc-
ture, links to constants can be kept in the starting node, e.g. profit(z,>10%)
can be stored in the label of x as profit>?% without losing any informa-
tion. This forest model is depicted in Figure 1.1. Satisfiability checking w.r.t.

profit
good ¢z~ T >10%
daught
good y
daught

good L.

Fig. 1.1. Forest Model

CoLPs is shown to be decidable by a reduction to non-emptiness checking of
two-way alternating tree automata. However, the definition of FoLPs includes
constants and open answer sets can now be rewritten as forests instead of
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trees. Since 2ATA take trees as input and not forests, the automata reduction
cannot be readily applied and we opt to identify a fragment of FoLLPs, local
FoLPs, that have a bounded finite model property, i.e., if there is an open an-
swer set, there is an open answer set with a universe that is bounded by a
number of elements that can be specified in function of the program at hand.
Since inverted predicates allow the expression of programs that have only in-
finite open answer sets, we do not allow for inverted predicates in FoLLPs. This
bounded finite model property allows to reduce satisfiability checking of local
FoLPs to finite (normal) answer set programming.

The forest model in Figure 1.1 is infinite, but it can be turned into a finite
open answer set by cutting the trees from the moment we have repetition,
i.e., when duplicate labels occur on a path, we cut the path below the second
occurrence of the label and mimic the outgoing connections of the first node.
In the figure, y has the same label “good” as x such that we cut the tree
below y, and, since we have profit(x, >10%) and daught(z,y), we introduce
connections profit(y,>10%) and daught(y,y) for y. This cutting results in
Figure 1.2. However, such a cutting is not possible for arbitrary FoLPs, i.e.,

profit
good ¢z~ TS >10%
daught

’
’
s

good -

Fig. 1.2. Cutting

the cutting does not necessarily result in an open answer set. We identify a
basic class for which cutting is possible: local FoL Ps, which have only negated
atoms in the successor part of the tree structure of the unary or binary rules.
E.g., we only have the negation not bad(D) in the example program. The
motivation for particular facts can then be given locally: good(z) is supported
by daught(z,y) or profit(z,>10%) with rules good(z) « daught(z,y)® or
good(z) «— profit(x,>10%), involving only z, direct successors y of x, or a
constant. Without locality, cutting the trees may lead to the loss of minimality,
e.g., a rule good(C) « daught(C, D), good(D) could lead to an answer set

{good(z), daught(z,y), good(y), daught(y, z), good(z), profit(z,>10%) }

and cutting at y would make good (z) unmotivated, leading to a non-minimal
model.

5 The “not’ in the original body is deleted by the Gelfond-Lifschitz transformation
[Lif02].
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Since the number of different predicates in a program is finite and the
branching of forest models is bounded, one can calculate a finite bound &
from the program P and a predicate p under consideration only. For this k
we then have that for every forest model (U, M) there is an open answer set
(U',M") with |U’| < k, obtained by using the above cutting technique. As
a result, reasoning w.r.t. a local FOLP P can be reduced to finite answer set
programming w.r.t. the program P extended with at most k constants. This
reduction to finite answer set programming results in a 2-EXPTIME>> upper
bound of reasoning.

We can actually loosen up the syntax of local FoLPs some more by allowing
for arbitrary ground rules, or, more formally, let an extended FoLP (EFoLP)
be the union of a FoLP and an arbitrary ground program with only unary
and binary predicates.

Alternatively, one can specify an EFoLP as a pair (@, R) where @ is a FoOLP
and R is an arbitrary program containing only unary and binary predicates
(possibly with variables) such that R is only ground with constants from QUR,
and not with anonymous elements. With such arbitrary rules one can then
state circular knowledge such as

uncle(X, Z) « brother(X,Y), father(Y, Z)

which states that if for known constants a,b and ¢, a is the brother of b and
b is the father of ¢, then a is the uncle of ¢. Such a rule is not a FoLLP rule.

EFoLPs have the same nice properties as FoLPs, i.e., a forest model prop-
erty, and, in case the FoLLP part is local, the bounded finite model property.
Intuitively, the added rules add arbitrary connections between the roots of
the trees in the forest model, but do not interfere with the tree structure of
the trees in the forest itself. Complexity of satisfiability checking w.r.t. such
local EFoLPs rises, however, to the upper bound 2-EXPTIMEN*PTIME,

Using these local (E)FoLPs as the basis, one can identify further fragments,
e.g., semi-local and (free) acyclic (E)FoLPs. While syntactically different, rea-
soning w.r.t. to those types can be reduced to reasoning w.r.t. local (E)FoLPs.

If one removes the support for transitive and inverted roles from SHZQ,
but adds support for nominals/individuals (O) and intersection and conjunc-
tion of roles, one gets the DL ALCHOQ(U, M). Since FoLLPs support constants,
we can cope with the nominals in ALCHOQ(U,M). However, FoL.LPs do not
support inverted predicates such that we left out inverted roles from the DL
SHZQ. Unfortunately, it does not seem possible to simulate transitive roles
in local FoLPs such that we need to leave this out of SHZQ too.

In [MSS04], DLs are extended with DL-safe rules. EFoLPs are an extension
of FoLPs with arbitrary rules that can only be ground with constants from the
program, which corresponds conceptually with this extension of DL knowledge
bases with DL-safe rules. In particular, we can simulate ALCHOQ(U, M) with
DL-safe rules by free acyclic EFoLPs.

DL-safe rules do not include the negation as failure (naf) operator, and
as a consequence, do not cope well with incomplete or dynamically changing
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knowledge: like reasoning with DL, reasoning with DL knowledge bases and
DL-safe rules is monotonic. However, nonmonotonic reasoning may be useful
in closed sub-areas of the Semantic Web as illustrated in the following ex-
ample. Assume a business is setting up its website for processing customer
feedback. It decides to commit to an ontology O which defines that if there
are no complaints for a product, it is a good product, i.e.,

good_product(X) «— not complaint(X)
The business has its own particular business rules, e.g.,
i @ invest(tps, 10K) «— not good_product(tps)

saying that if its particular top selling product ¢ps cannot be shown to be a
good product, then the business has to invest 10K in ¢ps. Finally, the busi-
ness maintains a repository of dynamically changing knowledge, originating
from user feedback collected on the site, e.g., at a certain time the repository
contains Ry = {complaint(tps) « } with a complaint for tps.

If the business wants to know whether to invest more in ¢ps it needs to
check O U {i} U Ry [= invest(tps, 10K), i.e., whether the ontology, combined
with its own business rules, and the information repository, demand for an
investment or not.

One can use EFoLPs to express the above knowledge. Intuitively, any
model of OU{i}URy, must verify complaint(tps), and thus good_product(X) «—
not complaint(X) will not trigger and good_product(tps) will be false, which
in turn, with rule ¢, allows to conclude that the business should indeed invest.

Evaluating the same query with an updated repository

Ry = {complaint(tps) «— , good_product(tps) «— }

containing a survey result saying that ¢ps is a good product, no matter
what complaints of individual users there may be, leads to O U {i} U Ry [~
invest(tps, 10K), such that no further investments are necessary. Adding
knowledge thus invalidates previous conclusions making reasoning nonmono-
tonic; similar scenarios can easily be imagined in any environment with dy-
namically changing knowledge.

1.2.3 Guarded Programs

Characteristic about (O)ASP is its treatment of negation as failure (naf): one
guesses an interpretation for a program, computes the program without naf
(the GL-reduct [GL88]), calculates the iterated fixed point of this reduct, and
checks whether this fixed point equals the initial interpretation. We compile
these external manipulations, i.e., not expressible in the language of programs
itself, into fixed point logic (FPL) [GW99] formulas. First, we rewrite an
arbitrary program as a program containing only one designated predicate p
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and (in)equality; this makes sure that when calculating a fixed point of the
predicate variable p, it constitutes a fixed point of the whole program. In
the next phase, such a p-program P is translated to FPL formulas comp(P).
comp(P) ensures satisfiability of program rules by formulas comparable to
those in Clark’s completion. The specific answer set semantics is encoded by
formulas indicating that for each atom p(x) in the model there must be a true
rule body that motivates the atom, and this in a minimal way, i.e., using a
fixed point predicate. Negation as failure is correctly handled by making sure
that only those rules that would be present in the GL-reduct can be used to
motivate atoms.

In [CH82], Horn clauses were translated to FPL formulas and in [GGV02]
reasoning with an extension of stratified Datalog is reduced to FPL, but, to
the best of our knowledge, this is the first encoding of an answer set semantics
in FPL.

In [LZ02, LLO3], ASP with (finite) propositional programs is reduced to
propositional satisfiability checking. The translation makes the loops in a pro-
gram explicit and ensures that atoms p(x) are motivated by bodies outside
of these loops. Although this is an elegant characterization of answer sets in
the propositional case, the approach does not seem to hold for OASP, where
programs are not propositional but possibly ungrounded and with infinite
universes. Instead, we directly use the built-in “loop detection” mechanism of
FPL, which enables us to go beyond propositional programs.

Translating OASP to FPL is thus interesting in its own right, but it also
enables the analysis of decidability of OASP via decidability results of frag-
ments of FPL. Satisfiability checking of a predicate p w.r.t. a program, i.e.,
checking whether there exists an open answer set containing some p(x), is
undecidable. It is well-known that satisfiability checking in FOL is undecid-
able, and thus the extension to FPL is too. However, expressive decidable
fragments of FPL have been identified [GW99]: (loosely) guarded fized point
logic (11(L)GF) extends the (loosely) guarded fragment (L)GF of FOL with
fixed point predicates.

GF is identified in [ANB9S] as a fragment of FOL satisfying properties such
as decidability of reasoning and the tree model property, i.e., every model can
be rewritten as a tree model. The restriction of quantified variables by a guard,
an atom containing the variables in the formula, ensures decidability in GF.
Guards are responsible for the tree model property of GF (where the concept
of tree is adapted for predicates with arity larger than 2), which in turn enables
tree-automata techniques for showing decidability of satisfiability checking. In
[Ben97], GF is extended to LGF where guards can be conjunctions of atoms
and, roughly, every pair of variables must be together in some atom in the
guard. Satisfiability checking in both GF and LGF is 2-EXPTIME-complete
[Grd99], as are their extensions with fixed point predicates uGF and puLGF
[GW99].
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We identify a syntactically restricted class of programs, (loosely) guarded
programs ((L)GPs), for which the FPL translation falls in (alternation-free®)
#(L)GF, making satisfiability checking w.r.t. (L)GPs decidable and in 2-
EXPTIME. In LGPs, rules have a set of atoms, the guard, in the positive body,
such that every pair of variables in the rule appears together in an atom in
that guard. GPs are the restriction of LGPs where guards must consist of
exactly one atom.

For example,

f(X, Y, Z,b)—g(X,Y), MY, 2),q(X,Z)

is a valid rule of a loosely guarded program since every pair of variables
appears together in an atom in the body. Note that constants are allowed
and no extra conditions are put on their appearance in rules. Furthermore,
compared to (E)FoLPs, n-ary predicates are allowed for arbitrary n. So, in
this respect, (L)GPs are more expressive than (E)FoLPs. However, one cannot
express with (L)GPs, e.g., that binary predicates must be functional. Take the
CoLP constraint
—f(X, Y1), f(X, Ye), Yi # Yo

Since Y7 # Y5 is considered equivalent with not Y1 = Y5, we do not have a
positive atom in the body that connects Y7 and Ys: the rule is not (loosely)
guarded. Thus, (E)FoLPs are more expressive in some ways and less expressive
in others than LGPs.

Programs under the normal answer set semantics can be rewritten as LGPs
under the open answer set semantics by guarding all variables with atoms that
can only deduce constants from the original program. Besides the desirable
property that OASP with LGPs is thus a proper decidable extension of normal
ASP, this yields that satisfiability checking w.r.t. LGPs is, at least, NEXPTIME-
hard.

Datalog LITE [GGV02] is a language based on stratified Datalog with in-
put predicates where rules are monadic or guarded and may have generalized
literals in the body, i.e., literals of the form VY - ¢ = b for atoms a and b.
It has an appropriately adapted bottom-up fixed point semantics. Datalog
LITE is devised to ensure linear time model checking while being expressive
enough to capture computational tree logic [EC82] and alternation-free u-
calculus [Koz83]. Moreover, it is shown to be equivalent to alternation-free
uGF. Our reduction of GPs to alternation-free uGF ensures that we have a
reduction from GPs to Datalog LITE, and thus couples the answer set seman-
tics to a fixed point semantics based on stratified programs. Intuitively, the
guess for an interpretation in the answer set semantics corresponds to the
input structure one feeds to the stratified Datalog program. The translation
from GPs to Datalog LITE needs only one stratum to subsequently perform
the minimality check of answer set programming.

6 w(L)GF without nested fixed point variables in alternating least and greatest
fixed point formulas.
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The other way around, we reduce satisfiability checking in recursion-free
Datalog LITE to satisfiability checking w.r.t. GPs. Recursion-free Datalog LITE
is equivalent to GF [GGV02], and, since satisfiability checking of GF formulas
is 2-EXPTIME-hard [Grd99], we obtain 2-EXPTIME-completeness for satisfiabil-
ity checking w.r.t. (L)GPs.

We next extend programs with generalized literals, resulting in generalized
programs (gPs). A generalized literal is a first-order formula of the form VY -
¢ = 1 where Y is a sequence of variables, ¢ is a finite boolean formula and ) is
an atom. Intuitively, such a generalized literal is true in an open interpretation
(U, M) if for all substitutions [Y | y], y in U, such that ¢[Y |y] is true in M,
Y[Y | y] is true in M.

Generalized literals VY - ¢ = 1, with ¢ an atom instead of a boolean
formula, were introduced in Datalog” with the language Datalog LITE. In
open answer set programming (OASP), we define a reduct that removes the
generalized literals. E.g., a rule

r: ok — VX - critical(X) = work(X)

expresses that a system is OK if all critical devices are functioning: the GeLi-
reduct (generalized literal reduct) of such a rule for an open interpretation
({zo,...}, M) where M contains critical(z;) for even 4, contains a rule

v’ ok «— work(zp), work(xg), . ..

indicating that the system is OK if the critical devices xg, 2, ... are working.
The GeLi-reduct does not contain generalized literals and one can apply the
normal answer set semantics, modified to take into account the infinite body.

Just like it is not feasible to introduce all relevant constants in a program
to ensure correct conceptual reasoning, it is not feasible, not even possible, to
write knowledge directly as in 7’ for it has an infinite body. Furthermore, even
in the presence of a finite universe, generalized literals allow for a more robust
representation of knowledge than would be possible without them. E.g., with
critical devices y; and yo, a rule s : ok «— work(y; ), work(yz) does the job
as good as r (and in fact s is the GeLi-reduct of r), but adding new critical
devices, implies revisiting s and replacing it by a rule that reflects the updated
situation. Not only is this cumbersome, it may well be impossible as s contains
no explicit reference to critical devices, and the knowledge engineer may not
have a clue as to which rules to modify.

One can modify the aforementioned FPL translation of programs without
generalized literals to take into account generalized literals. With this FPL
translation, we then have again a mapping from one undecidable framework
into another undecidable framework. We restrict gPs, resulting in guarded gPs
(GgPs), such that all variables in a rule appear in an atom in the positive body

7 The extension of logic programming syntax with first-order formulas dates back
to [LT84].
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and all generalized literals are guarded, where a generalized literal is guarded if
it can be written as a guarded formula in ¢GF. The FPL translation of GgPs
then falls into the pGF fragment, yielding a 2-EXPTIME upper complexity
bound for satisfiability checking. Together with the 2-EXPTIME-completeness
of guarded programs without generalized literals this establishes 2-EXPTIME-
completeness for satisfiability checking w.r.t. GgPs. As a consequence, adding
generalized literals to a guarded program does not increase the complexity of
reasoning.

We further illustrate the expressiveness of (bound) GgPs by simulating rea-
soning in computational tree logic (CTL) [Eme90], a temporal logic. Temporal
logics [Eme90] are widely used for expressing properties of nonterminating
programs. Transformation semantics, such as Hoare’s logic are not appropri-
ate here since they depend on the program having a final state that can be
verified to satisfy certain properties. Temporal logics on the other hand have
a notion of (infinite) time and may express properties of a program along
a time line, without the need for that program to terminate. E.g., formulas
may express that from each state a program should be able to reach its initial
state: AGEFinitial.

Two well-known temporal logics are linear temporal logic (LTL) [Eme90,
SC85] and computation tree logic (CTL) [Eme90, EH82, CES86], which differ
in their interpretation of time: the former assumes that time is linear, i.e.,
for every state of the program there is only one successor state, while time is
branching for the latter, i.e., every state may have different successor states,
corresponding to nondeterministic choices for the program.

Since CTL satisfiability checking is EXPTIME-complete and satisfiability
checking w.r.t. GgPs is 2-EXPTIME-complete, a reduction from CTL to GgPs
does not seem to be optimal. However, we can show that the particular trans-
lation has a special form, i.e., it is bound, for which reasoning is EXPTIME-
complete and thus optimal.

Finally, we can reduce general Datalog LITE reasoning, i.e., with recursion,
to reasoning with GgPs. In particular, we prove a generalization of the well-
known result from [GL88] that the unique answer set of a stratified program
coincides with its least fixed point model: for a universe U, the unique open
answer set (U, M) of a stratified Datalog program with generalized literals
is identical® to its least fixed point model with input structure id(U), the
identity relation on U. Furthermore, the Datalog LITE simulation, together
with the reduction of GgPs to alternation-free uGF, as well as the equivalence
of alternation-free uGF and Datalog LITE [GGV02], lead to the conclusion that
alternation-free uGF, Datalog LITE, and OASP with GgPs, are equivalent, i.e.,
their satisfiability checking problems can be effectively polynomially reduced
to one another.

GgPs are thus just as expressive as Datalog LITE, however, from a knowl-
edge representation viewpoint, GgPs allow for a compact expression of circular

8 Modulo equality atoms, which are implicit in OASP, but explicit in Datalog LITE.
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knowledge. E.g., the omni-present construction with rules a(X) < not b(X)
and b(X) « not a(X) is not stratified and cannot be (directly) expressed in
Datalog LITE. The reduction to Datalog LITE does indicate that negation as
failure under the (open) answer set semantics is not that special, but can be
regarded as convenient semantic sugar.

The most distinct feature of GPs, compared with (E)FoLPs, are its al-
lowing of arbitrary n-ary predicates. Usually, DLs only support concepts and
binary roles, however, the DL DLR supports n-ary role names. One can sim-
ulate a fragment of DLR, called ’DER_{S}, with bound GPs.

We summarized the main complexity results of this dissertation in Table
1.1.

Table 1.1. Summary Complexity Results

Type Hardness Membership

CoLP EXPTIME (Theorem 3.39) EXPTIME (Theorem 6.3)
Local FoLP | EXPTIME (Theorem 6.10) | 2-EXPTIME™? (Theorem 4.26)
Local EFoLP| EXPTIME (Theorem 6.11) |2-EXPTIME™™ ™" (Theorem 4.35)

(L)GP  |2-EXPTIME (Theorem 5.72) 2-EXPTIME (Theorem 5.28)

GgP 2-exXPTIME (Corollary 5.69 2-eXPTIME (Corollary 5.58)
bound GgP | EXPTIME (Theorem 5.77) EXPTIME (Theorem 5.77)

Table 1.2 contains a summary of the DLs simulations in a decidable class
of programs under the open answer set semantics.

Table 1.2. Summary Description Logics Simulations

DL OASP Where
SHIQ CoLP Section 6.1
ALCHOQ(U, M) acyclic FoLP  [Section 6.2
ALCHOQ(U, M) with DL-safe rules|free acyclic EFoLP |Section 6.3
DLR™Is) bound GP Section 6.4

1.3 Organization

Chapter 2 introduces preliminaries to this dissertation such as basic de-
cidability theory, a discussion of undecidable problems such as the domino
problem, and an explanation on how to classify decision problems according
to their complexity. Next, we introduce the tree data structure and discuss
both finite and infinite tree automata. Finally, we introduce four knowledge



1.3 Organization 19

representation formalisms that will appear repeatedly throughout this disser-
tation: answer set programming, description logics, computation tree logic,
and fixed point logic.

We define the open answer set semantics for logic programs in Section 3.1 of
Chapter 3 and show in Section 3.2 that for unrestricted programs satisfiabil-
ity checking for this semantics is undecidable. In Section 3.3, we introduce the
notion of inverted predicates and we define an accompanying inverted world
assumption. Section 3.4 identifies different syntactical subclasses of logic pro-
grams for which reasoning is shown to be decidable by a reduction to 2ATAs.
We indicate in Section 3.5 how the restricted programs are still suitable to
do conceptual modeling, in particular we show how to simulate a large part
of Object-Role Modeling constructs. Finally, in Section 3.6, we discuss related
work.

In Section 4.1 of Chapter 4, we introduce the forest model property
and define a syntactically restricted class of programs, forest logic programs
(FoLPs), satisfying this property. We show in Section 4.2 that a particular
type of FoLLPs, local FoLLPs, has the bounded finite model property, which en-
ables a reduction to finite ASP. A type that can be reduced to local FoL.Ps
are the acyclic FoLPs from Section 4.3. Section 4.4 identifies an upper bound
for the complexity of reasoning. In Section 4.5, we extend FoLLPs with an ar-
bitrary finite set of rules that can only be grounded with constants present in
the program, resulting in EFoLLPs, and show that properties such as the forest
model property and the bounded finite model property are valid for suitably
restricted classes of EFoLPs.

Chapter 5 reduces satisfiability checking w.r.t. arbitrary logic programs
to satisfiability checking of alternation-free fixed point logic formulas. We
identify in Section 5.2 syntactical classes of programs for which this FPL
translation falls into the decidable logic uGF or uLGF, i.e., guarded or loosely
guarded fixed point logic. In Section 5.3, we introduce so-called generalized
literals and device a modified translation to FPL in Section 5.4. Section 5.5
mirrors Section 5.2 and identifies classes of programs with generalized literals
that can be mapped to guarded FPL. Finally, in Section 5.6, we relate the
obtained languages under the open answer set semantics to Datalog LITE
which has a least fixed point model semantics.

In Section 6.1 of Chapter 6, we reduce satisfiability checking in the SHZ Q
DL to satisfiability checking w.r.t. CoLPs, and in Section 6.2, we show how
a DL that adds constants and conjunction/disjunction of roles and removes
transitive roles from SHZQ, the DL ALCHOQ(U,M), can be simulated by
acyclic FoLPs. The DL ALCHOQ(L, M) extended with DL-safe rules can be
simulated using free acyclic EFoLPs as shown in Section 6.3. Section 6.4 de-
scribes the DL DLR which supports n-ary relations; a fragment of DLR,
so-called DER_{S}, can be simulated by bound guarded programs. We dis-
cuss in Section 6.5 some of the advantages and disadvantages of using open
answer set programming instead of DLs for knowledge representation. We give
an overview of related work in Section 6.6.
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Chapter 7 concludes and provides directions for further research.
Part of the results discussed in this dissertation is published in [HVO03b,
HV03c, HV03a, HVNV04, HVNV05b, HVNV05a, HVNVO06].
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Preliminaries

2.1 Decidability, Undecidability, and Complexity

Relying on the exposition in [Pap94], we define Turing Machines as our basic
model of computation, show what it means for a problem to be decidable
or undecidable, discuss undecidable problems, and explain how to classify
decision problems according to their complexity.

2.1.1 Decidability and Turing Machines

The main concern of decidability theory is the question “given a problem,
is there an algorithm that solves the problem?”. We introduce the formal
meaning of informal concepts such as algorithm, problem, and solves, using the
model of Turing Machines. An example of a problem is Reachability [Pap94]:

Given a graph G = (V, E) and two nodes z,y € V, is there a path
from x to y?

where a graph G = (V, F) is a pair consisting of a finite set of nodes V' and
a relation of edges F C V x V. The reachability problem contains 3 different
parameters: a graph GG, a begin node x, and an end node y. Instantiating those
parameters with actual objects yields an instance of the problem. Reachability
is a deciston problem as any instance requires a yes or no answer: either there is
a path or not. An algorithm that solves a decision problem is then, informally,
a set of instructions, such that, given an instance of the problem, one gets an
answer to the problem. For example, the reachability problem can be solved
by taking the begin node, marking it, recursively repeating this marking for
all successors, and stopping when there are no more new successors to be
marked. If the end node was marked, we answer yes, otherwise we answer no.

A more formal account of an algorithm is given by the concept of a Turing
Machine (TM). A deterministic Turing Machine (DTM) is a tuple (K, X, 6, s)
where K is a finite set of states, X' is a finite alphabet (a set of symbols),
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0: K x X — KU{h, “yes”, “no"} x X x {«—,—,—} is a transition function,
and s € K is the begin state. A Turing Machine can be seen as a device
equipped with a reading head and capable of reading and processing an infinite
tape containing symbols from Y. Furthermore, we assume X' always contains
the symbols LI and >, representing the blank symbol and the start symbol
respectively.

The input to the machine is a string z € (X'\ {>,U})* with the symbol
> pre-pended to z, where X*, for a set X, is the set of finite strings using
elements from X. The TM starts computing in the begin state s with the
reading head at t>. The function § can be seen as the program of the machine
indicating what the machine is supposed to be doing next: if the machine
is in a state ¢ € K and the reading head is reading a symbol ¢ € X, then
0(q,0) = (¢’,0', D) says that the machine should overwrite o with o', enter
state ¢/, and move its reading head in the direction D € {«, —, —}, where
<, —, or —, indicates a move to the left, right, or no move, respectively. The
machine knows what to do on any input as § is a function, hence the notion
deterministic TM. Moreover, we assume that for any state ¢, §(q,>) = (¢, >
,—) for some state ¢, such that, intuitively, the machine will never read to
the left of >, making the infinite tape infinite on the right hand side of >
only, and will start reading the first symbol of its input.

The machine halts if one of the three states h, “yes”, or “no” are reached.
If it halts in a state “yes” (“no”), we say the machine accepts (rejects) the
input . If it halts in h, the machine is assumed to produce output which can
be read from the tape as the finite! string y following > whose last symbol is
not LI and where only Lls appear after y on the tape. Note that it is possible
that the machine M does not halt on an input.

Formally, the state of a TM can be described by a configuration (g, w,u) €
K x X* x X* indicating the state ¢ the machine is in together with the string
w to the left of the reading head (with the position at the reading head
included) and the string u to the right of the reading head. A configuration
(q,w,u) yields (¢',w',u’) in one step, denoted (q,w,u) —™ (¢',w’,u’) for the
DTM M, if §(q,0) = (¢’,0’, D) where o is the last symbol of w (i.e., the
position of the reading head) and,

e if D =—, then w' is w with o replaced by ¢’ and the first symbol of u
appended, and v’ is w without its first symbol, or
if D =«, then w’ is w without o, and «’ is v with ¢’ pre-pended, or
if D = —, then w’ is w with o replaced by ¢’ and v’ is u.
Mk
M
),

A configuration (q,w,u) yields (¢',w’,u') in k steps, denoted (g, w,u) —
(¢, w',u'), k > 1, if there is a (q,w,u) = (qo,wo,u0) —™ (q1,w1,u1) —
=M (g, wr,ug) = (¢, w',u'); a configuration (q,w,u) yields (¢',w',u

denoted (g, w,u) —=M" (¢',w’,u'), if there is a finite k such that (¢, w, u) —M*

! The string y is finite as the machine stopped after a finite number of moves.
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(¢',w';u"). We can then formally reformulate “accepts” and “rejects” in func-
tion of configurations: M accepts an input z if (s,>,z) =M (“yes”, w,u) for
some strings w and u and M rejects x if (s,>,2) =™ (“no”, w,u) for some
strings w and u. We say that the machine halts on x if it either accepts =,
rejects  or (s,>,x) =M (h,w,u) for some strings w and u.

Ezample 2.1. Take a DTM M = (K, X,4,s) with K = {s,q0,91,4,,41,4},
Y ={r,1,0,1}, and ¢ as in Table 2.1. For a particular input = € {0,1}*, M

Table 2.1. Transition Function for Palindromes [Pap94]

peEK,oceX| dp,o) peK,oeXr 0(p, o)

5 0 | (90,>,—) || a0 0 (¢, <)

s 1 (q1,>,—) ab 1 (“no”,1,-)
s > (s,0>,—) ab > [(“yes”, U, —)
s U [(“yes”, U, —)

o 0 | (4,0,—) @ 0 | (“no,1,-)
qo L | (qo,1,—) @ 1 (g, )
q0 U | (g, W) || @t > [(Yyes” >, )
a 0 (q170 —) q 0 (4,0, <)
a L (a,1,—) q 1 (g1, <)
q1 U (Q17|—| <) q > (5,>,—)

accepts x iff it is a palindrome, a string that can be read both forward and
backward, e.g., 10011001, and rejects = otherwise.

Intuitively, the DTM starts by scanning the first symbol of z and remem-
bers it: if it was 0, the DTM enters state qq, if it was 1 it goes in state g1, and
if the string is empty it accepts the input. In either ¢y or g; the DTM moves
to the end of the string in order to check whether the last element matches
the first; a DTM can thus remember a finite amount of information by en-
coding it in states. In states ¢ and ¢f, the DTM is scanning the last element
which must match 0 and 1 respectively (the remembered first symbol) if x
is to be a palindrome. If the DTM reads 0 in ¢, the palindrome property is
not violated such that the DTM removes the last element and goes in state
g which brings it back to the beginning of the string (which was moved to
the right when in state s, such that the beginning is now the original second
element of the string). The process starts over with the scanned portion of
the string getting smaller on both the left and right hand side. If the DTM
reads 1 in ¢, the palindrome property is violated and the DTM immediately
enters the rejecting state “no”. If it reads > in ¢, the string had an uneven
length and the 0 that led to ¢ was the middle element of the string, yielding
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a palindrome. If it reads 1 in g, the DTM immediately enters the rejecting
state “no” as this does not match the 0 from the beginning of the string. The
case for ¢ is similar.

A set L C (Z\{U,>})* is called a language. A DTM M decides a language
L if the following holds for any = € (Z\{U,>})*:

o if x € L, then M accepts z, and
e if x ¢ L, then M rejects x.

Thus, M knows how to correctly classify every finite string of (X\{U,>})* as
an element of L or not.

Ezample 2.2. The language L of palindromes over an alphabet {0,1} is de-
cided by the DTM from Example 2.1.

A DTM M accepts a language L if for any x € (X\ {U,>})*:

o if x € L, then M accepts z, and
e if x ¢ L, then M does not halt on z.

Accepts is thus a weaker notion than decides, as the DTM correctly classifies
strings only if they are a member of the language and does not halt otherwise.
The important part is that, if the machine has not halted at a certain time ¢
after starting the computation for input x, one does not know whether z is in
L or not: it may be that the machine halts after ¢ or that it never halts.

If there is some DTM that decides L, L is called recursive. If there is
some DTM that accepts L, then L is recursively enumerable (r.e.). The set of
r.e. languages encompasses the set of recursive languages as every recursive
language is also r.e. [Pap94].

A DTM can be seen as an algorithm for a decision problem by encoding
instances of the decision problem as strings. The language L(d), associated
with a decision problem d, consists then of all encoded instances that have
a “yes” answer (yes-instances). A DTM M solves a decision problem d if M
decides L(d), i.e., given an instance x of the decision problem, encoded as a
string, M accepts x if it is a yes-instance and rejects it otherwise.

Note that, as is argued in [Pap94], most reasonable string representations
of instances differ only polynomially in each others size, e.g., integers can be
represented in binary notation or decimal notation. One notable exception,
however, is the representation of integers in unary notation which needs ex-
ponentially more space than, e.g., a binary representation. E.g., the n in a
description logics qualified number restriction (< n S.C), see Section 2.3.2, is
usually assumed to be represented in unary notation 11...1, i.e., by a string
of length n, while the binary representation of n has a length in the order of
logy n.

The transition function & of a DTM determines for every possible state
q and every possible symbol ¢ in the alphabet, one and only one possible
outcome in the form of a new state, the overwriting symbol and a movement
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of the reading head. In a nondeterministic TM, denoted NDTM, there is no
guarantee that every state/symbol combination has an associated outcome,
nor is it guaranteed, if there is an outcome, that the outcome is unique. A
NDTM is a tuple (K, X, A, s) where K, X and s are as before, but A is not a
function but a relation A C (K x X) x (KU{h, “yes”, “no” } x ¥ x{—,—, —}).

For a NDTM M, a configuration (q,w,u) yields (¢’,w’,u’) in one step,
denoted (q,w,u) =M (¢',w',u'), if ((¢,0),(¢',0',D)) € A where the same
conditions as in the DTM case hold for ¢/, w’, and u’. There may be different
possible configurations that result from (g, w,u) in one step: since A is no
longer a function, —™ is not either. The relations — " and =M are defined
as before. A NDTM M decides a language L if, for every x € (X\ {U,>})*:
x € Liff (s,>,2) =M (“yes”,w,u) for some strings w and u. Note the
difference with DTMs: a NDTM decides a language if for every x there is some
accepting sequence of nondeterministically chosen configurations (according
to A). A NDTM M solves a decision problem d if M decides L(d).

An important extension of TMs (both deterministic and nondeterministic),
is the TM with an oracle. Intuitively, the oracle is a subroutine which the TM
can call in unit time. We consider an oracle to be equivalent to a decision
problem d, such that a call to an oracle amounts to checking whether an
instance of d is a yes-instance or not. Note that a TM M with oracle d can be
either deterministic or nondeterministic. A TM with oracle solves a decision
problem similarly as usual but with an oracle at its disposition. For a more
formal account of TMs with oracle, we refer to [Pap94].

Finally, we use TMs to define decidability of decision problems, the central
topic of a large part of this dissertation: a decision problem is decidable if there
exists a (N)DTM that solves the problem; it is decidable w.r.t. an oracle d if
there exists a (N)DTM with oracle d that solves the problem.

2.1.2 Undecidability and the Domino Problem

A decision problem is undecidable if it is not decidable, i.e., there is no
(N)DTM that solves the problem. Since a decision problem that is solved
by a NDTM, can be a solved by a DTM as well — possibly taking an exponen-
tial time longer than the NDTM [Pap94] — a decision problem is undecidable
if there is no DTM that solves the problem. In this subsection, we discuss
two undecidable problems: the halting problem and the domino problem. The
former mainly to show undecidability of the latter, and the domino problem
itself to prove undecidability of satisfiability checking in unrestricted open
answer set programming in Section 3.2.

The Halting Problem

The halting problem is the following problem [Pap94]:
Given the description of a DTM M and its input x, will M halt on x?
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This is an undecidable problem; we sketch the proof as in [Pap94].
Theorem 2.3. The halting problem s undecidable.

Proof Sketch. Assume it is not, i.e., there is a DTM N that decides L(h),
where h is the halting problem, and, per definition of languages for decision

problems,
L(h) ={M;z | M halts on x, M a DTM} .

Define the DTM D such that on input M, where M is a string represen-
tation of the equally named DTM, D simulates N on input M; M, until it is
about to halt (which will happen since N decides L(h)). If N accepts M; M,
D enters a state that moves the reading head to the right forever (and thus
does not halt). If N rejects M; M, then D halts and accepts M.

We show that this gives rise to a contradiction. Either D halts on input
D, or D does not halt on D. In the former case, by the construction of D,
N rejects D; D such that D; D ¢ L(h) (since N decides L(h)), and thus, by
definition of L(h), D does not halt on D, a contradiction. In the latter case,
by construction of D, N accepts D; D, such that D; D € L(h) and thus D
halts on input D, again a contradiction.

Thus, there is no DTM that decides L(h), and the halting problem is
undecidable. O
A variant of the halting problem is the halting problem on DTMs with empty
input h':

Given the description of a DTM M, will M halt on &?

where € denotes the empty string. For a DTM M with input z, define e(M; x)
as the DTM that overwrites its input with M;z, goes back to >, and starts
executing M on x2. The DTM e(M;x) halts iff M halts on .

Theorem 2.4. The halting problem on DTMs with empty input is undecid-
able.

Proof Sketch. Assume it is not, then there exists a DTM N’ that decides
L(h') = {M | M halts on e, M a DTM} .

Define a DTM N on input M;z that simulates N” on e(M;x).

We show that N decides L(h). Take a M;x € L(h), then M halts on z,
by definition of L(h), such that e(M;z) halts on e. Thus, e(M;z) € L(h'),
and, since N’ decides L(h'), N’ accepts e(M;x). Since N simulates e(M; x)
on input M;x, N accepts M;zx.

Take a M;x ¢ L(h), then M does not halt on z, by definition of L(h),
such that e(M;z) does not halt on e. Thus, e(M;z) € L(h'), and, since N’
decides L(h'), N’ rejects e(M;x). Since N simulates e(M;x) on input M;z,
N rejects M;x. O
2 e(M; z) is a so-called universal TM, i.e., a TM that takes as input the description

of another TM M together with an input z, and executes M on x. For more
details, we refer the reader to [Pap94].
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The Domino Problem

We define the origin constrained domino problem and show undecidability of
it by a reduction from the halting problem along the lines of [BGG97].
Intuitively, the domino (or tiling) problem asks whether, given a set of
dominoes, there is a tiling of the plane N x N using (infinitely many) copies of
the available dominoes. Formally, a domino system is a tuple (D, H, V') where
D is a finite set of dominoes and H C D x D (V C D x D) indicates how
the dominoes must be positioned horizontally (vertically). A domino system
(D, H,V) tiles the plane N x N if there exists a tiling function (or tiling for
short) 7 : N X N — D of the plane N x N such that, for all (z,y) € N x N,

o (r(x,y),7(x +1,y)) € H, and
o (T(x,y),7(xz,y+1) €V,

i.e., horizontally (vertically) adjacent positions must be in H (V): a domino
dy may be tiled on the left of (below) ds if the right (upper) side of d; matches
the left (lower) side of dy ((d1,d2) € H, (dy,dz2) € V respectively).

The domino problem is then

Given a domino system D, does it tile the plane N x N?

In the related origin constrained domino problem, we have the additional con-
dition that a particular domino d has to be present in the tiling®, where a
domino is present in a tiling 7 if there is some (z,y) € N x N such that

T(z,y) = d:

Given a domino system D and a domino d € D, does D tile the plane
N x N such that d is present in the tiling?

We sketch the undecidability of the origin constrained domino problem by
reducing the halting problem for DTMs on empty input to it.

In the following, we assume that the possible movements of a DTM are
— and — (so we leave out —). It is easy to see that this does not restrict its
expressiveness, i.e., — can be simulated by « and —.

For a DTM M = (K, X, 4, qo), we construct a domino system D and take
a domino d from D such that M does not halt on empty input iff D tiles the
plane such that d is present in the tiling.

Intuitively, if M does not halt on an empty input, the computation of
configurations (s,>,¢) =™ (g1, wi,u1) =M (g2, w2, uz) —M ... is infinite;
we choose the domino system D such that each configuration is encoded as
a row in the tiling of the plane. For each such row in a tiling, the row above
it represents the next configuration, and a non-halting DTM corresponds to
a tiling of the plane. The particular domino d that has to be present in the
tiling corresponds to the the initial configuration.

3 The name origin constrained domino problem is historical; the domino d can
appear anywhere in the tiling, but one can see that any tiling containing d defines
also a tiling with d in the origin of the plane.
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The other way around, if there is a tiling containing the particular domino
d, the rows of the tiling correspond to an infinite computation of the TM
where the row containing d represents the initial configuration.

Formally, we introduce for every element s, € X an alphabet domino such
as in Figure 2.1; an alphabet domino on a particular position in a tiling of
the plane corresponds with the symbol s; on the tape in the configuration
that corresponds with the row. Note that we do not explicitly define H and
V' for our domino system D. Instead, we assume that dominoes can only be
matched in correspondence with their label/edge drawing. E.g., the domino
in Figure 2.1 can be matched on its left side by any domino having a blank
right side (likewise on the right), on its upper side by a domino that has on
its lower side a label s; together with the start of an edge, and on its lower
side by a domino that has on its upper side the label s; and an arriving edge;
one can, for example, always tile the plane with one alphabet domino.*

Sk

Fig. 2.1. Alphabet Domino

For each combination of a state ¢; and a symbol s;, we have the merging
dominoes in Figure 2.2. They read the current symbol s; from the previous
configuration (row). The ¢; arrow, coming from the left in the first merging
domino in Figure 2.2 indicates that in the previous configuration the machine
had to go to the right and in a state ¢;. The merging domino merges this
information and indicates (at its upper side) that this row is in state ¢; and
reading s;.

q;S; qiSj
A A
qi |l la—] i
S5 55

Fig. 2.2. Merging Dominoes

4 Note that this, intuitively, shows why the proposed domino system only works
for the origin constrained domino problem: we cannot derive an infinite sequence
of configurations from a tiling consisting of only the alphabet domino. The par-
ticular tile that has to be present in the tiling (the origin) is chosen such that it
corresponds with the initial configuration of the DTM and enforces a tiling such
that the tiling of the plane corresponds with an infinite sequence of configurations.
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The action dominoes are the left and right ones in Figure 2.3 for each
0(gi, s5) = (qu, s, <) and 6(¢;, sj) = (qi, sk, —) respectively. Intuitively, if the
previous row contains a merging domino indicating that the DTM is in state
¢; and reading s;, then the action domino propagates the outcome state to
the right or to the left, and it overwrites s; with s, i.e., the tile has s; on its
upper side instead of the s; on the previous row.

Sk Sk
A A
[/ - e dl
qiSj qiSj

Fig. 2.3. Action Dominoes

The 2 dominoes in Figure 2.4 are used to encode the initial configuration
of the DTM; the left one indicates that the initial state is gy while reading
>, and the right domino is meant to fill up the rest of the row. We have then

qo > U

N i

Fig. 2.4. Domino’s for the Initial Configuration

constructed the domino system D and we take the left domino from Figure
2.4 as our dedicated domino d, such that remains to prove:

Theorem 2.5. Let M be a DTM, and D the corresponding domino system
with domino d selected as described above. Then, M does not halt on empty
input iff D tiles the plane such that d is present in the tiling.

Proof Sketch. Assume M does not halt on empty input. Then there is an
infinite sequence (qo,>,&) =M (q1,w1,u1) =M (g2, w2, u2) =™ ..., and one
can construct a tiling 7 by positioning the left domino of Figure 2.4 at the
origin of the plane, and filling up the rest of this first row with copies of the
right domino in Figure 2.4. The rows above the row that corresponds with the
initial configuration, are tiled according to the configurations (g1, w1, u1), ...
Instead of giving a formal definition, assume for example, that we have the
infinite sequence: (qo,>,¢) =™ (q1,> U,e) =M (g2,1>,51) —M ..., which re-
sulted from applications §(qo,>) = (¢1,>,—),6(¢q1,U) = (g2,51,),... This
sequence of configurations tiles the plane as in Figure 2.5.

For the other direction, assume there is a tiling that contains d. There
can be no row below d since there are no dominoes with an upper side that
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l«— 91 g1 la—

o 41 g1 |
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Fig. 2.5. Tiling of Plane

is blank to match the lower side of d. Thus d resides on the first row of the
plane. There are no matches for the left side of d - the only ones that would
match the type of arrow are the right merging dominoes, however, they are
labeled with a state, and thus not suitable either. Thus, d is at the origin
of the plane. The dominoes on the right of d can only be copies of the right
domino from Figure 2.4, such that the first row of a tiling of the plane is
exactly as in Figure 2.5.

The domino above d must be an action domino (since the upper side of
d must match the lower side of this domino). On the right there must be
a merging domino. One can continue this reasoning to fill the whole plane.
The corresponding configurations can be read from the upper sides of each
row. Note that on each row there is only one domino with both a state and
a symbol on its upper side. This yields an infinite sequence of configurations
such that M does not halt. O
Since the halting problem is undecidable, the origin constrained domino prob-
lem is too.

Corollary 2.6. The origin constrained domino problem is undecidable.

The unconstrained domino problem is undecidable as well. The proof is,
however, considerably harder than the constrained case: it uses an aperiodic
tiling of the plane with Robinson’s dominoes, and then, as in the constrained
case, shows that a TM does not halt iff there is a tiling of the plane. Since
the constrained domino problem is sufficient for showing undecidability of
satisfiability checking w.r.t. unrestricted programs under the open answer set
semantics, see Section 3.2, we refer to [BGG97] for a full account of the proof
of the undecidability of the unconstrained domino problem.



2.1 Decidability, Undecidability, and Complexity 31

2.1.3 Complexity

We introduce the theory of complexity classes along the lines of [Pap94]. For
a DTM M with input z, if (s,>, x) M (¢, w,u) where q € {“yes”, “no”, h},
then the time required by M on z is t; if M does not halt on z, the time
required is co. For a function f : N — N, we say that a DTM M operates in
time f(n) if for any input z the time required by M on z is at most f(|z|)
where |z| is the length of z.

A NDTM M operates in time f(n) , if, for any input z, the following holds:
if (s,>,2) =M (q,u,w), then ¢t < f(|z|). Thus, for a NDTM to operate in
time f(n), any computation path should fall within the limits imposed by f.

A complexity class C is a set of languages. E.g., TIME(f(n)) is the com-
plexity class of languages that can be decided by DTMs that operate in time
f(n). Alternatively, viewing a decision problem d as the language L(d), a com-
plexity class is a set of decision problems and TIME(f(n)) is the set of decision
problems that can be solved by DTMs that operate in time f(n). Some ex-
amples of TIME(f(n)) for particular f are P for a polynomial f, EXPTIME for
an exponential f, and 2-EXPTIME for a double exponential f. In particular,

k
EXPTIME = U TIME(2" ) |
keN

and
k
2-EXPTIME = U TIME(22" ) .
kEN

The complexity class NTIME(f(n)) is defined as the set of all languages
(decision problems) that can be decided (solved) by NDTMs that operate in
time f(n). Some examples are NP, NEXPTIME, 2-NEXPTIME, i.e., the set of
problems that can be solved by a NDTM in polynomial, exponential, double
exponential time respectively. Note that, since a DTM is a special case of a
NDTM (with a transition function instead of relation), P C Np. The other
direction, NP C P, is an open problem, generally believed not to hold.

Let D be a complexity class, then we denote with TIME(f(n))” the set of
decision problems that can be solved in time f(n) by DTMs with an oracle
in D. Similarly, NTIME( f (n))D is the set of decision problems that can be
solved in time f(n) by NDTMs with an oracle in D. E.g., NP™" also denoted
as X5, is the set of decision problems that are decidable in polynomial time
by NDTMs with an oracle in NP.

A decision problem d can be polynomially reduced by a reduction function
1) to a decision problem d’ if the following holds: for all instances x of d,
is a yes-instance of d iff ¢(x) is a yes-instance of d’, and the size of 1(x), as
a string, is polynomial in the size of x. A decision problem d is C-hard for
a complexity class C if every decision problem d’ € C can be polynomially
reduced to d. If, additionally, d € C, we call d a C-complete decision problem.
Note that C-hardness of a decision problem d can be shown by a polynomial
reduction from a C-hard problem d’ to d.
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2.2 Trees and Tree Automata

In this section, we introduce trees and discuss both finite and infinite tree
automata. Such automata will prove useful in showing decidability of satis-
fiability checking under the open answer set semantics for certain restricted
classes of programs, see Section 3.4.

2.2.1 Trees

For a z € N§, i.e., a finite sequence of natural numbers (excluding 0), we
denote the concatenation of a number ¢ € Ny to = as x - ¢, or, abbreviated, as
xze. Formally, a (finite) tree T is a (finite) subset of N§ such that if x-c€ T
for x € N and ¢ € Ny, we have that € T. Elements of T" are called nodes
and the empty word ¢ is the root of T. For a node x € T we call x - c € T,
¢ € Ny, successors of x. By convention, z-0 =z and (z-¢)-—1 =2 (¢-—1is
undefined). If every node z in a tree has either 0 or k successors we say that
the tree is k-ary; a complete tree T is such that Vzj € T\ 1 <i< j-2i € T. In
the following, we assume, unless specified otherwise, that trees are complete.
E.g., Ty = {¢,el,e2,¢11} is a finite complete tree with root &, two successors
el and €2, and 11 a successor of €1; T7 will also be written as {e,1,2,11}. A
path P in a tree T is a prefix-closed subset of T such that Va # y € P-|z| # |y,
e.g., {,1,11} is a path in T3. The length of a path is the number of elements
of the path, e.g., the path {e,1,11} has length 3.

A labeled tree is a pair (T,t) where T is a tree and ¢ : T — X is a labeling
function; usually we will identify the tree (7T',t) with ¢ and we will write ¢,
for trees where the root is identified with some symbol z: if the root in T}
is identified with a symbol ¢, we write it as {¢, ¢1, 2, 12}, and a labeling
function for 77 is denoted as ty. Often — to make the notation uniform when
dealing with identified roots — we write ¢. if there is no symbol associated
with the root.

Ezample 2.7. The tree T = {e,1,2,11,12,21,22} is a finite binary complete
tree. We label it with labels from X' = {a,b}: t(e) = t(2) = t(11) = t(21) =
t(22) = a and (1) = t(12) = b, and we depict the tree such as in Figure 2.6.
If the root of T is identified with a symbol ¢, the labeled tree is depicted such

Fig. 2.6. Labeled Tree

as in Figure 2.7.
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Fig. 2.7. Labeled Tree with Identified Root

The frontier of a k-ary finite tree T is the set
fr(T)={xeT|V1<i<k-zigT}.

The outer frontier of a k-ary finite tree T' contains the nodes just past the
tree
i (T)={ai|1<i<kaxzefrit)}.

We define T+ = T U fr™(T), i.e., the tree extended with the nodes past its
frontier.

Ezample 2.8. For the tree T from Example 2.7, fr(T) = {11, 12,21,22} and
frH(T) = {111,112, 121,122, 211, 212, 221, 222}.

We define a partial® order < on a tree T such that for z,y € T, z < y iff =
is a prefix of y, or, equivalently, there is a path P in T with z,y € P and
|z| < |y|. As usual, z < y if © < y and y £ x such that < is a strict partial
order on T. We denote the subtree of T at x € T by T'[z], i.e.,

Tlz]={yeT |z <y}.

The above definitions can be easily extended for labeled trees t : T' — X,
e.g., the subtree of ¢t at x € T is t[z] : T[z] — X such that ¢[z](y) = t(y) for
y € Tx].

Ezxample 2.9. For the tree T from Example 2.7, we have, e.g., 1 < 1,1 < 11,
1 <12, e <22, ...The subtree of T at 2 is T[2] = {2, 21, 22}.

For a finite tree ¢t : T'— X, a tree s : S — X and a symbol a € X', we denote
with ¢ -4 s, the tree ¢ with every node on fr(¢) with label a replaced by s. For
example, take ¢ and s such as in Figure 2.8. The concatenation t -, s is the
tree in Figure 2.9. If ¢ is an infinite tree, the first (w.r.t. <) occurrence of a on
each path is replaced (instead of the a’s on the frontier). Infinitely repeating
such a concatenation is denoted by ¢ -, s“. For the same ¢ and s as above, we
have that t -, s is as in Figure 2.10.

A forest F is a finite set of trees.

5 A partial order on a set X is a relation on X that is reflexive, anti-symmetric,
and transitive. It is a strict partial order if it is anti-reflexive and transitive (anti-
symmetry is entailed).
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t S b

Ko K

Fig. 2.8. Trees t and s

Fig. 2.9. Concatenation of Trees

Fig. 2.10. Infinite Concatenation

2.2.2 Finite Tree Automata

During this section and a large part of the next one, we assume that (labeled)
trees are binary and complete. Definitions and results can be extended to the
k-ary case.

We introduce nondeterministic finite tree automata as in [Tho90]. A non-
deterministic finite tree automaton (NFTA) over an alphabet X is a tuple
A= (2,Q,Q0,A,F), where @ is a finite set of states, Qo C @ is the set of
initial states, F' C @ is the set of final states, and A C Q x X x Q x Q is
the transition relation. A run of A on the finite binary tree ¢t : T — X is a
tree r: TT — @Q where r(¢) € Qo, and (r(x),t(z),r(z1),r(x2)) € A for each
x € T. Intuitively, the automaton starts scanning the root of the tree ¢ in
an initial state, e.g., in state qo with ¢(¢) = a. It then checks its transition
relation for occurrences (qo, a, g1, ¢g2), if such a transition is present, the au-
tomaton may start two copies of itself, one in state ¢; and with the subtree
at the first successor as new input, and one in state go with the subtree at
the second successor as new input; the run is a tree that keeps track of this
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behavior by recording the states that are visited by copies of the automaton.
A run is an accepting run if r(z) € F for all z € fr*(t). A NFTA accepts
a labeled tree if and only if there exists a run that is accepting. We denote
the set of trees that are accepted by a particular automaton A as L(A) (the
language of A).

Ezample 2.10. Take a NFTA A = (X,Q,Qo, A, F) with X = {a,b}, Q =
{QevenaQOdeI}a Qo = {Qeven}v F= {CI}, and

A= {(Qeven7 @, qodd, QOdd)7 (Qeven; b, Godd, QOdd)7 (Qevena b, q, Q),
(QOdda a, Jeven qeven)a (Qmida b, Geven, Qeven)} .

The NFTA will accept precisely those finite trees for which all leaves are at
even depth and have a symbol b as label.

The main decision problem we associate with tree automata is the non-
emptiness problem:

Given a NFTA A, is L(A) # (07

or, equivalently, does A accept trees?

Theorem 2.11 ([Tho90]). The non-emptiness problem for NFTAs is decid-
able.

Proof Sketch. Take a NFTA A = (X,Q,Qo, A, F). If L(A) # (), then, for
|Q| = n, there is always a tree in L(A) that has depth at most n. Indeed,
take an arbitrary tree t that is accepted by A: if the depth of ¢ (the maximal
length of nodes in the tree) is at most n, we are done, otherwise, there is
a path in the corresponding run that contains two nodes z < y for which
r(z) = r(y) = ¢ € Q. One can then construct a new tree ¢’ with a new
corresponding accepting run 7’ by replacing t[z] by t[y] and r[z] by r[y]. The
tree t’ has now strictly less nodes than ¢. One repeats this process until the
resulting ¢’ has depth at most n.

In order to check non-emptiness, one can construct all finite trees with
depth at most n and check whether there is some tree that is accepted by the
NFTA. O

2.2.3 Infinite Tree Automata

Whereas Subsection 2.2.2 introduced automata on finite trees, we define in
this subsection two types of automata on infinite trees: Rabin tree automata
(RTAs) and two-way alternating tree automata (2ATAs). We show decidabil-
ity of the non-emptiness problem for RTAs as in [Tho90] by means of a direct
proof (by induction on the number of live states). Decidability of the non-
emptiness problem for 2ATAs is shown as in [Var98] by a reduction to RTAs.
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Rabin Tree Automata

For an infinite path o in a tree ¢, define In(o) as the set of labels that appear
infinitely often on the path o. A Rabin tree automaton (RTA) over an alphabet
Yisatuple A= (X, Q,qo, A4, 2) with Q a set of states, go an initial state, and
A a transition relation as before, 2 = {(L1,U1),...,(Ln,U,)} is a collection
of pairs (L;,U;), 1 <i < mn, with L;,U; C Q.5 A run of A on an infinite tree
t:T — Yisatreer: T — @Q where r(g) = qo, and (r(z),t(z), r(z1),r(22)) €
A for x € T. Tt is an accepting run if for all paths o of r there exists some
accepting pair (L;,U;), 1 <i < nof 2 with In(c)NL; = 0 and In(c) NU; # 0;
thus, L; contains the states that cannot occur infinitely often on o, while there
must be some infinitely appearing state g from o that is in U;. A RTA accepts
a labeled infinite tree if and only if there exists a run that is accepting. The
set of trees that are accepted by a RTA A is the language of A , denoted L(A)
as usual.

Ezample 2.12 ([Tho90]). Consider the language L that consists of infinite trees
t: T — {a,b} such that every path in ¢ carries only finitely many labels a.
A RTA that accepts this language has some state g, that is computed iff the
label a is encountered. The acceptance condition is such that for every path o
in an accepting run g, does not appear infinitely often on o, or In(o)N{q,} =
(), while other states may appear infinitely often, and thus In(c) N Q # 0:

2 ={({q.},Q)} for the state set Q.

Theorem 2.13 ([Tho90]). The non-emptiness problem for RTAs is decid-
able.

Proof Sketch. We first reduce the non-emptiness of RTAs to the non-emptiness
of input-free RTAs. An input-free RTA is a tuple (@, qo, 4, £2) with @ a set
of states, go an initial state, and A C @ x @ X @ a transition relation, (2 is
an acceptance condition as before. A run of A is a tree r : T — @, where T is
the complete infinite binary tree, with r(¢) = qo, and (r(z), r(z1),r(22)) € A
for x € T'. Acceptance of runs is defined as for general RTAs.

We transform a RTA A = (X, Q,qo, 4, 2) into A’ = (Q x X, Qo, 4", )
with A" C (Q x X) x (Q x X) x (Q x X) such that ((q,a), (¢',d),(qd",a")) €
A iff (g,a,q,q") € A. Qo contains all (gg,a) and (2 is such that for a
pair (L,U) € £ with L,U C @ x X, the projection onto @ is an accepting
pair in 2. It is easy to check that the successful runs of A’ are the (r,t)
with 7 a successful run of A on the tree ¢ (with (r,t)(z) = (r(x),t(z))).
Furthermore, an input-free automaton (Q, Qo, 4, 2) can be reduced to an
input-free automaton (Q, qo, 4, £2) with a single initial state.

6 Note that we assume that the set of initial states in the tree automaton is a sin-
gleton qo. This does not affect the expressiveness of the automaton: a set of initial
states Qo = {q¢',¢%,...,¢"} can be replaced by a qo such that (qo,a,q’,q") € A,
for every (¢*,a,q’,q") € A.
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Assume A = (Q, qo, 4, (2) is an input-free RTA. We call a state ¢ € @
live if ¢ # qo and there are other transitions possible in A than (g, ¢,q). In
the following, we subsequently reduce the number of live states while retain-
ing non-emptiness. For an automaton with 0 live states the non-emptiness
problem can be trivially decided: a run is of a form as in Figure 2.11. For

q0
QN1 /q2\q2

Fig. 2.11. No Live States

every path 7 in such a run either In(m) = {¢q1} or In(7) = {g2}, and checking
whether it is an accepting run is trivial.

We introduce 4 types of modifications to the original automaton A, each
of them containing less live states.

1. For a live state g € A, remove ¢ from A. The resulting automaton is called
AL

2. F(;Zr a live state ¢ € A, remove all transitions for ¢ and add (q, g, ¢q) to A.
Transform every accepting pair (L;,U;) to (L}, U}) with L, = L;\ {q} and
U} = U; U{q}. The resulting automaton is called AZ.

3. For two live states ¢ and ¢/, take ¢ initial and delete ¢’ in the modified
automaton. The resulting automaton is called Ag)q,.

4. For a live state ¢, make two copies of ¢, make one copy an initial state
and remove all transitions for the other copy while adding (g, ¢, ¢). Replace

(L17 Uz) by (L;, Ul) such that

I L;U{q} if there exists a live state in L;
L L; else

The resulting automaton is called Aj.
Claim. A has an accepting run iff

e there exists an A! with an accepting run, or
e there exist Ag, A, , with each of them an accepting run, or
e there exist Ag, Ag with each of them an accepting run.

Thus, deciding non-emptiness can be done by writing down all the possi-
ble modifications for an automaton (which is finite, since the number of live
states is finite), and checking the finite number of the above combinations for
accepting runs, which can be done by induction as they contain fewer live
states.

We prove the claim. For the “only if” direction, assume A has an accepting
run 7.
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e Assume the live state ¢ is missing in . Then, one can show that r is an
accepting run of the modified automaton A}I.

e Assume r contains a node u and r(u) = ¢ with ¢ a live state and ¢’ does
not appear as a label of nodes beyond u, as in Figure 2.12. Then, A§ and

Fig. 2.12. Subtree without ¢’

A; o have accepting runs 71 and 7o respectively, where 77 is the tree in
Figure 2.13, i.e. each appearance of ¢ is infinitely followed by ¢’s, and the
rest of the tree is like r, and ry is the tree in Figure 2.14, i.e., the subtree
rlul.

Fig. 2.13. Run Accepted by Ai

u,r(u) =q

p ~_ ___ ¢ not present

Fig. 2.14. Run Accepted by Aqu/

e Assume all live states appear infinitely beyond every node in r. We can
then choose a path mg where all live states appear infinitely often. Since r
is accepting we have that there exists a (L;, U;) such that In(mo) N L; = 0
and In(mg) NU; # 0, and thus L; does not contain any live states (because
In(mo) contains them all). Take ¢ € In(mo) N U;. Then, A2 and A] have
accepting runs r; and 7o respectively, where r; is the same tree as in Figure
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2.13 and 79 is the tree in Figure 2.15, i.e., corresponding to a subtree of r
with root ¢, and subsequently considered the second encounter of ¢ to be
non-live.

qa/ q

Fig. 2.15. Run Accepted by Aé

For the “if” direction, we distinguish between three cases.

1. Assume there exists an A}I with an accepting run r. One can show that r
is an accepting run of A.
2. Assume there exist A2, A3 , with runs respectively r1 and r2. One can
show that r1 -4 r2 is an accepting run of A.
3. Assume there exist Ag, Ag with respective accepting runs r; and r2. One
can show that r; -4 r§ is an accepting run of A.
O

Two-way Alternating Tree Automata

A transition (g,a,q},q/), 1 < i < n, in the transition relation A of a RTA
A=(X,Q,q,A, 2) expresses that, when the automaton reads a node = with
label a in state ¢, it goes to node x1 in state ¢, and node z2 in state ¢/’ for
some 1 < i < n. One can alternatively represent the transition relation A by
a function 0, such that §(¢,a) = V-, (1,¢;) A (2,¢))), i.e., the disjunction
indicates a choice for the different ¢ and the conjunction indicates that the
automaton should follow the 1-direction (to z1 when in z) and enter state ¢;
and the 2-direction (to 22 when in z) and enter state ¢’

In alternating automata [MS87] the conjunction and disjunction in the
definition of a § do not have to adhere to this strict form. Instead, arbitrary
positive boolean formulas are allowed, i.e., formulas using A and V at liberty.
E.g., a definition

6(q7 CL) = (17 Q1) A ((27 QQ) \ (27 Q3)>

indicates that the automaton, when in some node x, proceeds to x1 and enters
state ¢, and subsequently goes to x2 and enters either ¢s or gs.

The two-way aspect is achieved by permitting, besides 1 and 2, also the
directions —1 and 0, where —1 stands for go one node up in the tree (to x-—1
when in x) and 0 stands for stay at the current node (to x0 when in x).
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Formally, let BT (I) be the set of positive boolean formulas over a set I.
A set J C I satisfies a positive boolean formula ¢, if assigning true to the
elements in J and false to the elements in I\ J makes ¢ true according to the
standard inductive semantics for boolean formulas. A two-way alternating tree
automaton (2ATA) [Var98] over k-ary” infinite trees is a tuple (¥, Q, qo, 6, £2)
where X' is the input alphabet, @ is a finite set of states, § : Q@ x X —
Bt ([k] x Q), with [k] = {-1,0,...,k}, g0 € Q is the initial state and 2 is the
acceptance condition.

A run over atreet:T — X is a tree® r : R — T x @ such that:

L r(e) = (=, ao),

2. if y € R, r(y) = (x,q), and d(q,t(z)) = ¢, then there exists a (possibly
empty) set S = {(c1,q1),--.,(cn,qn)} C [k] X @ such that
a) S satisfies ¢, and
b) yi € R, for all 0 < i <, x¢; is defined and r(yi) = (x¢;, ¢;).

Thus, the label (z,q) of a node in a run indicates the node = that the au-
tomaton is scanning as well as the state ¢ it is in. A run r is accepting if all its
infinite paths satisfy the acceptance condition (2. We consider parity accep-
tance conditions, i.e. 2= (G1,...,Gy) such that Gy C G2 C ... C G, = Q,
and a run r satisfies {2 if for every infinite path 7 in r, there exists an even i
such that In(7) NG; # 0 and In(7) NG;_1 = 0. Further note that, in contrast
with RTAs, the run of a 2ATA on a tree ¢ might have a different structure
than t.

Decidability of the non-emptiness problem for 2ATAs is shown by a reduc-
tion to the non-emptiness problem for RTAs, according to the following steps
[Var98]:

e define a notion of run (a strategy tree) that has the same tree structure as
the input tree,

e since paths in such strategy trees can still go up in the input tree (with
the —1 direction), as opposed to the one-way runs of RTAs, define an
annotation of the strategy tree such that paths only go down the tree.

The acceptance of a run of a 2ATA is then reduced to the acceptance of a
strategy tree with accepting annotation, where the latter can be performed
by a RTA.

First, we introduce the notion of strategy tree, a tree with the same struc-
ture as the input tree. A strategy tree for a 2ATA A on infinite k-ary trees is
atree 7: {1,..., k}* — 2@x[FXQ The set of sources in a label y € 29x[kIxQ

7 Note that we define 2ATAs over k-ary trees whereas RTAs were defined over
binary trees. However, definitions and results for the latter can be easily extended
to the k-ary case.

8 Note that the alphabet of r is infinite.

9 A parity acceptance condition (G1,...,Gm) corresponds to an acceptance condi-
tion ((G1,G2),...,(Gm-1,Gn)) or ((G1,G2),...,(Gm-1,Gm), (Gm,D)) for even
or odd m respectively.



2.2 Trees and Tree Automata 41

is state(x) = {q | (¢,¢,q") € x}. A strategy tree 7 is over a k-ary input
tree t if go € state(7(e)), and, for each node z € {1,...,k}* and each state
q € state(r(x)), the set {(c,q’) | (q,¢,¢") € 7(x)} satisfies 6(g,t(x)). Thus,
when confronted with &(g,t(z)), the satisfying set (and thus the directions
and states to go to next) can be simply obtained from 7(z) such that 7 is
rightly called a strategy for running the automaton A over t.

A path 7 in a strategy tree T is a sequence

($17Q1)a (252,(]2), .

with (z;,¢;) € {1,...,k}* x @ such that there exists a (g;,¢,qi+1) € 7(;)
and x; 41 = z;c; In(n) is the set of states that appear infinitely often in 7. A

strategy tree 7 over t is accepting if for every path 7 in 7 there is an even i
such that In(7) N G; # 0 and In(7) N Gi—1 = 0, where (Gi,...,Gp) is the
acceptance condition of A.

Theorem 2.14 ([Var98, Cac02]). A 2ATA accepts an input tree iff it has
an accepting strategy tree over the input tree.

A path in a strategy tree can, however, still go up in the tree: it may be of

the form (x1,q1), (22, ¢2), (£1,43), - - ., i.e., 1 is visited twice. The second step
involves removing those “detours”.

An annotation is a tree n: {1,...,k}* — 2@x21 " XQ with m as in the
acceptance condition (G1,...,Gy,) of the automaton. Define index(q) as the

minimal ¢ such that ¢ € G;. The intuition for (¢, H,q') € n(x) is “for a node
x and in state ¢, the automaton moves through states ¢; with index(q;) € H
again to z and state ¢’”. We forget about the particular states that are visited
by the automaton during its detour and only record the G; that contained
the visited states — for acceptance we are only interested in checking infinite
visits to states in such G;’s. The annotation 7 is an annotation of a strategy
tree T if the following closure conditions hold for x € {1,...,k}*:

1. if (¢, H1,q") € n(z) and (¢, H2,q") € n(zx) then (¢, H1 U Hs,q") € n(x).
Thus, if, for a node x, the automaton moves from state ¢ through states
q; with indez(q;) € Hy again to x and state ¢’, and it moves from state ¢’
through states ¢; with index(q;) € Ha again to x and state ¢”, then the
automaton moves from state ¢ through states ¢; with indez(¢;) € Hy U Ho
again to x and state ¢”.

2. if (q,0,¢") € 7(z) then (q,{index(¢')},q") € n(x). Thus, if the strategy
tree says that when reading z and in state ¢ you have to stay in z (the
“0”) and go to state ¢/, then the n(x) remembers the G; that ¢’ belongs
to, i.e. index(q’).

3. if (¢,—1,¢") € 7(xi), (¢, H,q") € n(x), and (¢",4,¢") € 7(x), then (¢, HU
{index(q'), index (")}, q") € n(

4. if (q,i,q") € 7(2), (¢, H,q") € n(

e n(

i
xi), and (¢, —1,¢"") € 7(xi), then (¢, HU
{indew(q’),indew(q”’)},q’”) )
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The annotation 1 remembers where the automaton has been on its detour.
Like for strategy trees, we define a notion of paths: downward paths. A down-
ward path in 7 is a sequence

(w1, q1,t1), (u2, g2, t2), . ..
with u; € {1,...,k}*, ¢; € Q, and ¢; in 7(u;) or n(u;), such that

o t;is (gi,c,qiv1), ¢ € {1,...,k}, uir1 = u;c. We define index(t;) =
index(q;+1). Note that ¢ is a direction going strictly down the tree, and
that the index of ¢; records the G; through which the automaton would
pass (by state g;y1).

o ;s (g, H,qiy1), H C {1,...,m}, uit1 = u;. We define indezx(t;) =
min(H). We just record the minimal ¢ such that a ¢ € G;, with ¢ on the
way from g; back to ¢;+1 (the minimum is sufficient since G; C G;411 C
.. C Ghn).

We distinguish between finite and infinite downward paths.

1. infinite downward paths 7 : (u1,q1,t1), (u2, g2,t2), ... with index(w) de-
fined as the minimal j such that index(t;) = j for infinitely many ¢;.

2. finite downward paths 7 : (u1,q1,t1), .., (us, gs, ts) with ts = (¢gs, Hs, gs)
and index () = index(ts).

A downward path wviolates the acceptance condition 2 if index(rw) is odd.
An annotation 7 for a strategy tree 7 is accepting if no downward path in n
violates f2.

Theorem 2.15 ([Var98]). A 2ATA accepts an input tree iff it has a strategy
tree over the input tree and an accepting annotation of the strategy tree.

Proof Sketch. Let A = (X,Q,6,q0,2) be a 2ATA and ¢ : {1,...,k}* —- X
the input tree.

For the “only if” direction, assume A accepts the input tree. By Theorem
2.14, there is an accepting strategy tree 7 over ¢. Given two annotations n;
and 72 one can check that n; N7y is also an annotation over 7, defined as
m Nnz(x) = m(z) N n2(z). We take i the minimal annotation, where 7 is
minimal if for every n’ we have that n C n’ (n(xz) C 7/(z) for each node z).
We prove that there is no downward path in 7 that violates 2.

By contradiction, assume there is a downward path  that violates 2. We
distinguish between two cases:

1. k finite, then x : (u1,q1,t1),..., (us,gs,ts) with ts = (gs, Hs,qs) and
index(k) = index(ts) = min(Hy) is odd (by definition of violation).
We can write down a path in the strategy tree by an expansion of k.
For every (us, @i, t:),(Wit1,qit1,tiv1) with t; = (qi, ¢, ¢iv1), we retain
(i, @i),(wiy1,qiv1). If ti = (gi, Hi,git1) then there are ¢},...,q} and

,...,ct such that index(q]) € H; and we retain

1
G
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(uiv Qi)v (uiczla qil)v R (ulczl e 'Cé’ qé)a (ui+17 Qi+1) .

The last (gs, Hs,qs) is expanded likewise (and repeated infinitely). The
result is a path ' in the strategy tree 7, where the states ¢! appear
infinitely often.

We prove that for all even i: In(k") NG; = 0 or In(k’) NGi—1 # 0. Take an
even i and In(x')NG; # 0, then thereisa ¢ € In(x’) and ¢! € G;. indez(r)
is odd such that the smallest element n of H is odd. Since n € Hy, there
is a ¢ such that ¢* € Gr—indes(qt)- We have that index(ql) < i, ¢J €
Gindex(qiy> a0d index(ql) € Hy (by definition of ¢Z’s). Thus, index(¢¥) <
index(ql) < i; since index(q¥) is odd and i is even this cannot be an
equality such that mdem(qf) <i—1.By Gy C Gy C...C Gy, we have
that ¢* € Gr—indes(qt) S Gi-1. Since q* € In(x'), In(k") N Gi—y # 0.
And thus, by definition of acceptance of paths in strategy trees, s’ is not
accepted, contradicting that we have an accepting strategy tree and that
all paths should be accepting.

2. The proof for an infinite x is similar.

For the “if” direction, assume 7 is a strategy tree over the input tree ¢t and
7 an accepting annotation. Then no downward path in 7 violates {2. Assume
7’ is the minimal annotation of 7 then 7' C 7 and no downward path in »’
violates {2. One can then prove that all paths in 7 are accepting (by rewriting
them as downward paths and using that no downward path violates (2), and,
by Theorem 2.14, there is an accepting input tree. O
For a 2ATA A and an input tree, there exists a RTA A™ that accepts an ac-
cepting notation of a strategy tree over the input tree. Since the non-emptiness
problem for RTAs is decidable, it is, with Theorem 2.15, for 2ATAs as well.

Theorem 2.16. The non-emptiness problem for 2ATAs is decidable.

Proof Sketch. Let A be 2ATA. We construct the RTA A™ as the intersection
of two automata.

1. The RTA A; checks, given a tuple (¢,7,7), that 7 is a strategy tree over
t, and that n is an annotation of 7.
2. For a downward path & : (u1,q1,t1), (u2,ge,t2),..., a projection of & is
proj (k) = (q1,t1), (q2,t2), ... Az is then constructed in different phases.
e Bisa (word!?) automaton that accepts projections of downward paths
that violate the acceptance condition (2.
e B’ is constructed from B; it reads sequences of labels from 7 or  and
checks whether they contain a downward path that violates (2.
e B’ is the complemented determinized version of B’ such that B’ re-
jects violated downward paths.
e The RTA A; runs B” in parallel over the branches of (¢,7,7).

10°A word automaton is a RTA on l-ary trees, i.e., on strings or words.
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Theorem 2.17. The non-emptiness problem for 2ATAs is in EXPTIME.

Proof Sketch. By Theorem 7 in [Var98], the number of states in the RTA
A™ is exponential in the number of states of the 2ATA A and the size of the
acceptance condition of A™ is linear in the size of the acceptance condition of
A. Since there are algorithms that solve the non-emptiness problem for RTAs
in time polynomial in the number of states but exponential in the size of the
acceptance condition [Var98, EJ00], we have, with Theorem 2.16, algorithms
that solve the non-emptiness problem for 2ATAs in time exponential in the
number of states and the size of the acceptance condition. a

2.3 Knowledge Representation Formalisms

In this section, we introduce four knowledge representation formalisms that
will appear throughout this dissertation.

2.3.1 Answer Set Programming

Answer set programming (ASP) is a logic programming paradigm, based on
the stable model semantics for negation as failure [GL88]. In ASP, one uses
a logic program, a set of rules, to declaratively describe a domain, or, more
specifically a particular problem. The answers of the program, given by a
formally defined answer set semantics, correspond to an explicitization of the
knowledge in the described domain, or to the solutions of the problem. One
does not specify how to derive knowledge from a domain, or how to solve the
problem, one merely tries to state what the domain is, or, in which terms a
solution to a problem can be characterized: ASP is a declarative approach to
knowledge representation, reasoning, and problem solving.

The answer set methodology has been successfully applied in problem areas
such as planning [Lif02, EFLT00, EFLT02], configuration and verification
[SN99, SNTS01], diagnosis [EFLP99, VNV03], game theory [DVV99], updates
[EFSTO00], and database repairs [ABC00, VNV02]. Moreover, several answer
set solvers, i.e., systems that return the answer sets of the program, have
reached a mature stage of development. E.g., SMODELS [Sim, NS96, NS97]
and DLV [LPF, LRS97, EFLP00]. For a thorough treatment of ASP, we refer
to [Bar03].

Ezample 2.18 (3-colorability). Consider the 3-colorability problem, where,
given a graph and three colors, one wants to find a coloring of the graph such
that no adjacent nodes have the same color. One can encode this problem as
a logic program [Col]. The first 2 rules in the program

node(X) «— edge(X,Y)
node(Y) « edge(X,Y)
colored(X , 1) V colored(X, g) V colored(X, b) — node(X)
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say that, if there is an edge from X to Y then X and Y are nodes; the third
rule says that if X is a node then X has got to be colored with one of the
three colors, r, g, or b. We have a rule enforcing the colorability condition:

— edge(X,Y), colored(X, C), colored(Y , C)

expressing that if there is an edge from X to Y and X and Y are colored with
the same color C, then we have a contradiction (the empty left hand side of
). Finally, the graph that is to be colored is represented as the set of edges

edge(2, 4) «— edge(2, 3) «—
edge(3,5) — edge(4,6) —
edge(4,5) — edge(5,7) —
edge(6,7) — edge(8,4) —
edge(5,6) —

Applying the answer set solver DLV to this program yields, among others, an
answer set that contains

{colored(2,b), colored(3,r), colored(4, g), colored (5, b),
colored (6, 1), colored(7,9)} ,

corresponding to a valid 3-coloring of the graph.!!

We define the language of ASP. A term is a constant or a variable, where
the former will be written lower-case and the latter upper-case. An atom is
of the form p(t1,...,t,), 0 < n < oo'?, where p is an n-ary predicate name
and t;, 1 <4 < n, are terms. A literal is an atom a or a classically negated
atom —a; an extended literal is a literal [ or a naf-literal not 1, i.e., a literal
preceded with the negation as failure symbol not.

A (logic) program (LP) is a countable set of rules

a«—f

where a and 3 are finite sets of extended literals, respectively called the head
and body of the rule. For a rule r, we denote the head as head(r) and the body
as body(r). The body of a rule is considered to be a conjunction of extended
literals (denoted as a comma-separated list) and the head as a disjunction of
extended literals (denoted as a V-separated list). If & = (), we denote the rule
as « ( and call it a constraint. The positive part of a set of extended literals
v is
yF={l|1€~,lliteral} ,

1 Note that 3-colorability is an NP-complete problem such that one does not need
the full power of DLV (which is X5-complete due to presence of disjunction in the
heads of rules and the demand for minimality in the disjunction).

12 We thus allow for O-ary predicates, i.e., propositions.



46 2 Preliminaries
and the negative part is

vy ={l|notlen}.

E.g., for v = {a,not —=b,not ¢}, we have that v+ = {a} and v~ = {-b, c}.

A ground atom, (extended) literal, rule, or program does not contain vari-
ables. Substituting every variable in a program P with every possible constant
in P yields the ground program gr(P).

Example 2.19. Grounding a program P

p(X) — not ¢(X,b)
¢(X) < not p(X,a)

yields the program

p(a) < not q(a,b)
p(b) < not q(b,b)
q(a) < not p(a, a)
q(b) < not p(b, a)

Note that a variable X in a rule should be grounded with the same constant
in that rule (either with a or with b), while it may be grounded with other
constants in other rules, i.e., the variables in a rule are considered local to the
rule. One can, e.g., replace the above program by the equivalent

p(X) < not ¢(X,b)
q(Y) < not p(Y,a)

All following definitions in this section assume ground programs and
ground (extended) literals; to obtain the definitions for unground programs,
replace every occurrence of a program P by gr(P), e.g., an answer set of an
unground P is an answer set of gr(P).

The Herbrand Base Bp of a program P is the set of all ground atoms
that can be formed using the language of P. For a set X of literals, we take
-X ={-l |l € X} where =—a = a; X is consistent if X N =X =0, ie., X
does not contain contradictory literals a and —a. Let Lp be the set of literals
that can be formed with P, i.e., Lp = Bp U-Bp.

An interpretation I of P is any consistent subset of Lp. For a literal [, we
write I |=1, if [ € I, which extends for extended literals not [ to I |= not [ if
I }£ 1. In general, for a set of extended literals X, I = X if I = x for every
extended literal z € X. A rule r : a « (3 is satisfied w.r.t. I, denoted I = r,
if 3l € a- T I, for some extended literal [, whenever I = 3, i.e., r is applied
(3l € a-I Eland I |= () whenever it is applicable (I = (). Since a constraint
has an empty head, the previous yields that constraints cannot be applicable
if they are to be satisfied. The set of satisfied rules in P w.r.t. I is the reduct
Pr.

For a simple program P (i.e., a program without not), an interpretation
I is a model of P if I satisfies every rule in P, i.e., Pf = P; it is an answer
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set of P if it is a minimal model of P, i.e., there is no model J of P such that
JcClI

Ezample 2.20 ([Lif02]). Take the program

pVq
‘|']"(—p

Then, we have 4 models'3: {p, =7}, {q, —r}, {q}, and {p,q, —r}. Since {q} is
a strict subset of {¢, —r} and {p, q, -r}, we have that {p, -r} and {¢} are the
minimal models (or answer sets) of the program.

Adding a constraint « ¢ yields {p, —r} as the unique answer set. Sub-
sequently adding <« p results in an inconsistent program, i.e., a program
without answer sets.

As in [Lif02], we define answer sets for programs with not in terms of a re-
duction to simple programs. The GL-reduct'® w.r.t. an interpretation I is
the simple P!, where P! contains a* « g+ for a « in P, I = a~, and
I = not B~. Thus, given an interpretation I of literals — the items that one
supposes true — the GL-reduct contains those rules for which the negative
part is consistent with the beliefs in I. If there is a naf-literal in the body that
is not true in I, then the rule is not in the GL-reduct since its whole body
is then false and cannot be used to deduce literals. If all naf-literals in the
body are true, the rule stays in the GL-reduct (depending on the naf-literals
in the head), but with the naf-literals removed (they are known to be true).
A similar reasoning holds for the head of a rule: if there is a naf-literal in the
head that is true w.r.t. I, we have that the rule is automatically true and can
be removed; if all naf-literals in the head are false, then we remove them and
leave the rule in the GL-reduct.

I is an answer set of P if I is an answer set of P!. Thus, given an inter-
pretation I, one calculates the GL-reduct, and checks that the minimal model
of the GL-reduct is I; an answer set is thus self-motivating or stable.

Ezample 2.21. Take the program P that consists of the rule p < not p. Then
{p} is a model of this rule. However, it is not stable in the above sense: the
GL-reduct P} is the empty set. Indeed, the naf-literal in the body is false
w.r.t. {p}, thus the rule cannot be used to deduce p. Since the minimal model
of 0 is O # {p}, {p} is not an answer set. Another guess might be the empty
set: the GL-reduct w.r.t. } is the rule p « which has the minimal model {p},
again not confirming the initial guess. In fact, P has no answer sets.

Ezample 2.22. Take now a program P

a < not b
b« not a

13 Without loss of generality, we ignore models that contain literals that do not
appear in the program.
14 Named after its inventors M. Gelfond and V. Lifschitz.
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Consider the following four interpretations: 0, {a}, {b}, and {a,b}. The GL-
reduct of P w.r.t. § is {a «<;b <} which has {a, b} as its minimal model, and
thus ) is not an answer set. The GL-reduct of P w.r.t. {a,b} is § which has
() as its minimal model, and thus {a, b} is not an answer set. The GL-reduct
of P w.r.t. {a} is {a <} which has {a} as its minimal model, making {a} an
answer set. Similarly, one can deduce that {b} is an answer set.

Ezample 2.23 ([FL05]). Take a program consisting of the rule ¢ < not p, then
this program has one answer set: {¢q}. However, its contrapositive p <« not ¢
has the different answer set {p}. Thus, although those two rules are equivalent
as propositional formulas, i.e., ¢ < not p corresponds to the formula —p = ¢
and p < not ¢ to the formula —g = p, they are not under the answer set
semantics.

We are mainly interested in the following decision problem:

Given a logic program P and a ground literal [, is there an answer set
of P that contains [?

We summarize some complexity results for this decision problem in Table 2.2.
According to [IS98], negation as failure in the head does not add any com-
putational power, such that the results are valid for both programs with and
without negation as failure in the head. In the non-disjunctive case [MT91],

Table 2.2. Complexity Results Answer Set Programming

a— ground not ground

non-disjunctive (0 < |a| < 1)|NP-complete| NEXPTIME-complete

disjunctive (0 < |a) X5-complete [ NEXPTIME" -complete

i.e. the heads of the rules are (at most) singletons, checking whether there is
an answer set of some ground non-disjunctive program is NP-complete. That
the problem is in NP can be seen as follows:

guess an interpretation (hence the nondeterminism),

compute the GL-reduct; this can be done in polynomial time, and

check that the minimal model of the GL-reduct is equal to the guess. Since
the GL-reduct does not contain negation as failure nor disjunction this can
be done in polynomial time (by a fixed point construction).

In the non-ground case, one has to ground the program first, which may, in
the worst case, result in a ground program that has a size that is exponential
in the size of the non-ground program, hence the NEXPTIME membership. The
disjunctive case [EG93] is similar but an extra guess is needed since the GL-
reduct now contains disjunction and one can no longer check in polynomial
time that an interpretation is a minimal model of a simple program. For more
details, we refer to [Bar03, DEGVO01].
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2.3.2 Description Logics

Description logics (DLs) are a family of logical formalisms based on frame-
based systems [Min85] and useful for knowledge representation; e.g., the rep-
resentation of taxonomies in certain application domains [RWRRO1]. Its basic
language features include the notions of concepts and roles which are used to
define the relevant concepts and relations in some (application) domain. Dif-
ferent DLs can then be identified, among others, by the set of constructors
that are allowed to form complex concepts or roles.

Description logics originated from structural inheritance networks [Bra77)
which were defined to solve ambiguities in semantic networks and frames, and
were first implemented in the KL-ONE system [BS85] [BCM*03]. Three ideas
drove the development of description logics [BCM™03]:

e The basic syntactic building blocks of a description logic are atomic con-
cepts, atomic roles, and individuals, basically corresponding respectively
to unary predicates, binary predicates and constants.

e One tries to balance expressivity and decidability /complexity by consider-
ing only a basic set of constructors that can be used to construct complex
concept expressions.

e Implicit knowledge can be inferred with the help of sound and complete
inference procedures that check, e.g., satisfiability of concepts.

Since KL-ONE, reasoners for expressive DLs have emerged, e.g., RACER
[HMO1] and FACT [Hor98]. The combination of a formal well-understood se-
mantics and the availability of practical reasoners, has led to the adoption of
DLs as the formal underpinning of ontology languages on the Semantic Web.

The “Semantic Web” [BLHLO1] seeks to improve on the current World
Wide Web, making knowledge not only viewable and interpretable by humans,
but also by software agents. Ontologies play a crucial role in the realization
of this next generation web, by providing a “shared understanding” [UG96)
of certain domains. In order to describe ontologies, one can use ontology lan-
guages, such as DAML+OIL, OIL [BGHO1, FHvH 00, FvHH*01], or, more
recently, OWL [BvHHT]. For example, the OIL language is built on three
roots [HFBT00]:

e the concrete syntax is based on web languages such as XML and RDF
[LS99, DvHBT00],

e aframe-based language that provides the basic modeling primitives: frames
(classes) with attributes,

e by mapping the language to a suitable description logic, one obtains a
precise semantics and associated inference procedures.

A DL can then be used to express the formal semantics of an ontology
written in an ontology language like OIL, but also provide some basic reason-
ing services such as checking whether an instance is of a certain type, whether
classes are subclasses of other classes, ... [BS00, HST99].
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The semantics of DLs is given by interpretations Z = (AZ,.Z) where AT
is a non-empty domain and -Z is an interpretation function. For a set of data
types D, we associate with each d € D a set d° C Ap where Ap is the domain
of all data types (the concrete domain, see [FH91]). We give an overview of the
most commonly used concept/role constructors, together with their definition
in terms of an interpretation Z. The basic building blocks are the following:

Concept names A are interpreted as a subset of the domain: AT C A7,
i.e., A is intuitively a set of domain elements that are of the same type.
E.g., Workers is a concept such that Workers” are those domain elements
in AZ that are considered to be among the workers in a company. The set
of available concept names is denoted C.

e We distinguish between two types of role names:

— Abstract role names P are interpreted as a relation on the domain:
PT C AT x AT, i.e., P relates domain elements. E.g., boss is a relation
indicating which domain elements are considered to be the boss of other
domain elements. The set of available abstract role names is denoted
Ra.

— Concrete role names T relate domain elements to concrete domain el-
ements: TZ C AT x Ap. E.g., shoesize could relate domain elements
representing persons to a particular integer. The set of available con-
crete role names is denoted Rg.

e Nominals (individuals) {0} represent particular identified entities in the
DL. Their interpretation is such that {o}* C AZ and |{0}*| = 1. E.g.,
{john} is a nominal representing John. We will assume the unique name
assumption — if {01} # {02} then {01}7 # {02}? — which ensures that
different individuals are interpreted as different domain elements. Note
that OWL does not have the unique name assumption [SWMO04], and thus
different individuals can point to the same resource. However, the open
answer set semantics, see Chapter 3, gives a Herbrand interpretation to
constants, i.e. constants are interpreted as themselves, and for consistency
we assume that also DL nominals are interpreted this way.

e For an abstract role P, we can define its inverse role P~, which is inter-

preted as the inverse of the interpretation of P: P~% = {(y,2)|(z,y) €

PT}. We assume the - operator is also defined for inverse roles such that
for a role name P: (P~) = P. Unless specified otherwise, we denote with
roles either inverted role names or just role names.

Based on those building blocks, we define concept expressions as follows:

Every concept name is a concept expression.

Every nominal is a concept expression.

A concept conjunction C 1D is a concept expression that is interpreted
as the conjunction of the interpretations of C and D: (CT1D)% = CTnDZ.
E.g., Management M Workers are the managers that are also workers.

o

5 In the following, we assume C and D are concept expressions.
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A concept disjunction C'U D is a concept expression that is interpreted as
the disjunction of the interpretations of C and D: (C'U D)% = C* U DZ.
E.g., Managementll Workers is the set of elements that are either managers
or workers.

A negation —C' is a concept expression that is interpreted as the comple-
ment of C w.r.t. AZ: (=C)% = AT\ C%. E.g., ~Management is everything
in the domain that is not a manager.

An ezists restriction IR.C is a concept expression and its interpreta-
tion consists of those elements x that relate via R to some element in
C:3R.C)T ={z | Jy: (x,y) € RT and y € CT}. E.g., Jboss. Management
are those elements that are the boss of some manager.

A walue restriction YR.C is a concept expression and its interpretation
consists of those elements = such that, if there is a relation via R with
an element y, then y belongs to C: (VR.C)T = {z | Yy : (z,y) € R =
y € CT}. E.g., Vtake_orders.Management are those elements that if they
take orders from someone, then they only take orders from a manager.

A qualified at least restriction > nS.C, where S is a role expression (defined
below) and n is a nonnegative integer, is a concept expression that indicates
all those elements that have at least n S-successors that belong to C:
(>nS.C)f ={z | #{y | (z,y) € ST and y € CT} > n}. An unqualified
at least restriction > nS is a concept expression such that (> nS)Z =
{z | #{y | (w.y) € ST} = n}.

A qualified at most restriction < nS.C, where S is a role expression (de-
fined below) and n is a nonnegative integer, is a concept expression that
indicates all those elements that have at most n S-successors that be-
long to C: (< nS.C)T = {z | #{y | (z,y) € ST andy € C*T} < n}. An
unqualified at most restriction < nS is a concept expression such that
(<nS)t ={z| #{y| (z,y) € ST} < n}. We refer to (un)qualified number
restrictions for either the at least or at most versions.

A data type exists restriction 3T.d, where T is a concrete role and d a
datatype, consists of those elements = that relate via T to some concrete
domain element in d:(37.d)* = {z | 3y : (z,y) € T? and y € d°}. E.g.,
Jshoesize.int are those elements that have an integer shoe size.

A data type value restriction ¥T.d, where T is a concrete role and d a
datatype, consists of those elements x such that, if there is a relation
via T with a concrete domain element y, then y belongs to d: (V1.d)* =
{z | Vy : (z,y) € TT = y € dP}. E.g., Vshoesize.int are those elements
that if they have a shoe size then that shoesize is an integer.

(Abstract) role expressions are defined as follows:

Every role or inverted role name is a role expression.

A role conjunction RM S, with R and S role expressions, is a role expres-
sion. It is interpreted as the conjunction of the interpretations of R and S:
(RN S)T = RTN ST, E.g., boss M older is the role expression that contains
all (z,y) such that x is the boss of y and «x is older than y.
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e A role disjunction RLIS, with R and S role expressions, is a role expression.
It is interpreted as the disjunction of the interpretations of R and S: (RL
S)t = RT U ST, E.g., boss Ll older is the role expression that contains all
(z,y) such that x is either the boss of y or is older than y.

We summarize the constructs with their interpretation in Table 2.3.

Table 2.3. Syntax and Semantics of DL Constructs

construct name syntax semantics

atomic concept C| A AT c AT

abstract role R RT C AT x AT

inverse abst. role | R™ (R)* ={(z,9) | (y,z) € R*}

concrete role T 7T C AT x Ap

nominals I {o} {o}F C AT, {o}F =1

data types D d dP C Ap

role conjunction | RMS (RNSYY =RTnS*

role disjunction | RUS (RUS) =R*us*

concept conj. cnbD (cnD)*=c*nD*

concept disj. cub (CuD)* =c*tubD*

negation -C (-C)F = AT\ C*

exists restriction | IR.C BR.C)Y ={z | Jy: (z,y) € R* and y € CT}
value restriction | VR.C (VR.C): ={z | Vy: (z,y) e RF = yc CT}
atleast restriction |> nS.C|(> nS.C)* = {z | #{y | (z,y) € ST and y € CT} > n}
atmost restriction| < nS.C|(< nS.C)E = {z | #{y | (z,y) € S¥ and y € CT} < n}
data type exists | 3T.d AT.d)* ={z | Jy: (z,y) € T* and y € d°}

data type value vT.d (VT.d): = {z |Vy: (z,y) € TT =y € d®}

A DL knowledge base is a set of axioms, where an axiom is of one of the
following three types, respectively indicating subset relations between concept
expressions, subset relations between role expressions, and transitivity of roles.

terminological arioms C'C D with C and D concept expressions,
role axioms R C S where R, S may be inverse roles with the underlying
roles both abstract or both concrete, and

o transitivity axioms Trans(R) for an (inverse) abstract role.

We often write A = B if both A C B and B C A hold in a knowledge
base. If the knowledge base contains an axiom Trans(R), we call R transitive.
For the role axioms in a knowledge base, we define = as the transitive closure
of C. A simple role R in a knowledge base is a role that is not transitive nor
does it have any transitive subroles (w.r.t. to reflexive transitive closure E of
C). Note that, if the particular DL allows for inverted roles, for R C S a role
axiom with (possibly inverted) abstract roles, we always assume R~ C S~ is
also present in the knowledge base; similarly, if Trans(R) is in the knowledge
base, we assume Trans(R™) is as well.
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Traditionally, a knowledge base contains also assertional statements like
C(a) (or R(a,b)) which intuitively means that the individual a is an instance
of C (a is related to b by means of the role R). However, in the presence of
individuals, we can simulate the assertions with terminological axioms:

Cla) = {a}CC
R(a,b) & {a} C IR.{b}

Terminological and role axioms express a subset relation: an interpretation 7
satisfies an axiom C; C Cy (Ry C Ry) if CT C C% (Rf C RZ). An interpre-
tation satisfies a transitivity axiom Trans(R) if R is a transitive relation. An
interpretation is a model of a knowledge base X if it satisfies every axiom in
Y. A concept C is satisfiable w.r.t. X if there is a model Z of X' such that
CT # (). The number restrictions (at most and at least) are always such that
the role R in, e.g., > nR.C, is simple; this in order to avoid undecidability of
satisfiability checking (see, e.g. , [HST99)]).

Ezxample 2.24. The human resources department specifies the company’s struc-
ture: (a) Personnel consists of Management, Workers and john, (b) john is
the boss of some manager, and (c) managers only take orders from other
managers and are the boss of at least three Workers. This corresponds to the
following knowledge base X75:

Personnel = Management L Workers U {john}
{john} C Fboss. Management
Management C (Vtake_orders. Management) M (> 3 boss. Workers)

A model of this knowledge base is Z = ({j, w1, ws, w3, m}, %), with - de-
fined by Workers® = {wy,ws, w3}, Management® = {m}, {john}* = {j},
Personnel® = {j, w1, wa, ws,m}, boss™ = {(j,m), (m,w1), (m,ws), (m,ws)},
and take_orders” = 0.

A particular DL is ALC: the DL where concept expressions may be formed us-
ing atomic concepts, concept conjunction and disjunction, negation of concept
expressions, exists restrictions, and value restrictions. Satisfiability checking
of ALC concept expressions w.r.t. a knowledge base containing only termino-
logical axioms is EXPTIME-complete [Tob01].

If ALC knowledge bases allow for transitivity axioms, we speak of S;
adding support for role axioms leads to the DL SH and, subsequently adding
inverse roles gives the DL SHZ. The DL SHZ extended with qualified num-
ber restrictions is SHZ Q, where satisfiability checking of SHZQ concept ex-
pressions w.r.t. SHZQ knowledge bases (i.e., with terminological, role, and
transitivity axioms) is EXPTIME-complete [Tob01].

Adding nominals to SHZQ gives the DL SHOZQ where reasoning, i.e.
satisfiability checking as above, is NEXPTIME-complete [Tob01]. The DL cor-
responding to the ontology language OWL DL, a fragment of the language
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OWL, is SHOIN (D), i.e., SHOIQ, with, instead of qualified number re-
strictions, unqualified number restrictions (N instead of Q), and with added
support for data types (the D); reasoning in OWL DL is NEXPTIME-complete
[HPSO04a).

A final DL that we mention is ALCHOQ(U, M) as it plays an important
role in Chapter 6. ALCHOQ(U, M) differs from the DL SHOZN (D) by its lack
of inverted roles, data types (D) and transitivity of roles (which distinguishes
S from ALC); it adds qualified number restrictions and the role constructs L
and M though.

As we noted above, OWL does not have the unique name assumption. How-
ever, this may lead to unintuitive results as noted in [IBPLF05]. E.g., assume
we have assertions hasPassenger(seat!, mary) and hasPassenger(seat!, john)
together with an axiom?!6

T C (< 1 hasPassenger)

which indicates the hasPassenger role is functional. In OWL, this yields to the
conclusion that John and Mary are the same person, while with the unique
name assumption this gives a contradiction.

2.3.3 Computation Tree Logic

Temporal logics [Eme90] are widely used for expressing properties of nonter-
minating programs. Transformation semantics, such as Hoare’s logic, are not
appropriate here since they depend on the program having a final state that
can be verified to satisfy certain properties. Temporal logics on the other hand
have a notion of (infinite) time and may express properties of a program along
a time line, without the need for that program to terminate. E.g., formulas
may express that from each state a program should be able to reach its initial
state: AGEFinitial.

Two well-known temporal logics are linear temporal logic (LTL) [Eme90,
SC85] and computation tree logic (CTL) [Eme90, EH82, CES86], which,
among others, differ in their interpretation of time: the former assumes that
time is linear, i.e., for every state of the program there is only one successor
state, while time is branching for the latter, i.e., every state may have different
successor states, corresponding to nondeterministic choices for the program.

We introduce in this subsection the temporal logic CTL. Let AP be the
finite set of available proposition symbols. Computation tree logic (CTL) for-
mulas are defined as follows:

e every proposition symbol P € AP is a formula,
e if p and ¢ are formulas, so are p A ¢ and —p,
e if pand ¢ are formulas, then EXp, E(p U ¢), AXp, and A(p U q) are formulas.

16 T is the universal concept, i.e., for any interpration Z, TZ = AZ,
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The semantics of a CTL formula is given by (temporal) structures. A structure
K is a tuple (S, R, L) with S a countable set of states, R C S x S a total
relation in S, i.e., Vs€ S -3t €S- (s,t) € R, and L : S — 247 a function
labeling states with propositions. Intuitively, S is a set of states, R indicates
the permitted transitions between states, and L indicates which propositions
are true at certain states.

A path 7 in K is an infinite sequence of states (s, s1,...) such that
(si—1,8i) € R for each i > 0. For a path 7 = (sg,s1,...), we denote the
element s; with ;. For a structure K = (S, R, L), a state s € S, and a for-
mula p, we inductively define when K is a model of p at s, denoted K, s = p:

K,s|=Pifft Pe L(s) for P € AP,

K,s = -piff not K, s | p,

K,sEpAqiff K;s=Epand K,s g,

K, s = EXp iff there is a (s,t) € R and K, t = p,

K,s E AXp iff for all (s,t) € R, K,t E p,

K,s = E(p U q) iff there exists a path 7 in K with mp = s and 3k >0 -
(K,m, EqAVj <k-K,m=Dp),

e K, s =A(p U q) iff for all paths 7 in K with 79 = s we have 3k >0 -
(K,m, EqAVYj <k-K,m; E=Dp).

Intuitively, K,s &= EXp (K,s = AXp) can be read as “there is some neXt
state where p holds” (“p holds in all next states”), and K,s = E(p U ¢q)
(K,s EA(p U q)) as “there is some path from s along which p holds Until ¢
holds (and ¢ eventually holds)” (“for all paths from s, p holds until ¢ holds
(and ¢ eventually holds)”).

Some common abbreviations for CTL formulas are EFp = E(true U p)
(there is some path on which p will eventually hold), AFp = A(true U p)
(p will eventually hold on all paths), EGp = —AF-p (there is some path
on which p holds globally), and AGp = —EF—p (p holds everywhere on all
paths). Furthermore, we have the standard propositional abbreviations pVgq =
“(pA=q),p=q=-pVgandpe qg=(p=q) A(q=Dp)

A structure K = (S, R, L) satisfies a CTL formula p if there is a state
s € S such that K,s = p; we also call K a model of p. A CTL formula p is
satisfiable iff there is a model of p.

Ezample 2.25. Consider the expression of absence of starvation t = AFc
[CES86] for a process in a mutual exclusion problem!” . The formula de-
mands that if a process tries (t) to enter a critical region, it will eventually
succeed in doing so (c¢) for all possible future execution paths.

17 In the mutual exclusion problem, we have two or more processes that want to
access a critical section of code, but cannot do this at the same time. The problem
is then how to model the behavior of the processes (or the concurrent program in
general), such that this mutual exclusion is never violated. For more details, we
refer to, e.g., [EC82, Eme90, CES86, AE01, HR00, MW&84].
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We will usually represent structures by diagrams as in Figure 2.16, where
states are nodes, transitions between nodes define R, and the labels of the
nodes contain the propositions true at the corresponding states. E.g., take
the structure K = (S, R, L) with

o S= {80781782}7
R = {(s0,50), (50, 51), (51,52), (52, 50) }, and
e L(so) =L(s1) =t, L(s2) = ¢,

which is represented by Figure 2.16. This structure does not satisfy ¢ = AFc
at so since on the path (sg, so,...) the proposition ¢ never holds. We have,
however, K,s; =t = AFc: t holds at s; such that we must have that on
all paths from s; the proposition ¢ must eventually hold; since the only path
from s; leads to so where ¢ holds, t = AFc holds at s;. We also have K| s =
t = AFc, since ¢ & L(s2).

gl(@;@

Fig. 2.16. Example Structure t = AFc

Satisfiability checking of CTL formulas is EXPTIME-complete.

Theorem 2.26 ([Eme90]). The problem of testing satisfiability for CTL is
complete for deterministic exponential time.

Proof Sketch. Membership in EXPTIME is based on a tableau construction
from which a model can be generated [Eme90, EC82]. The tableau can be
constructed in time that is exponential in the size of the formula such that
membership follows. Hardness can be shown by a reduction from alternating
polynomial-space bounded TMs [Eme90]. O

2.3.4 Fixed Point Logic

Extensions of first-order logic (FOL) that allow for the expression of recursive
procedures are well-investigated in finite model theory, see e.g., [Mos74]. Also
in the presence of infinite models, so-called fized point logic (FPL) proves
to be an interesting logic [Flu99]. E.g., a decidable subclass of FPL is the
guarded fized point logic [GW99], which lifts propositional u-calculus [Ko0z83]
to a first-order setting.

We assume FOL interpretations are represented as pairs (U, M) where M
is an interpretation over the domain U. Furthermore, we consider FOL with
equality such that equality is always interpreted as the identity relation over
U.
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We define fized point logic (FPL) along the lines of [GW99], i.e., as an
extension of first-order logic, where formulas may additionally be fized point
formulas of the form

[LFP WX.(W,X)[(X) or [GFP WX.p(W,X)(X),  (2.1)

where W is an n-ary predicate variable, X is an n-ary sequence of distinct
variables, 1(W, X) is a (FPL) formula with all free variables contained in X
and W appears only positively in ¢ (W, X).18

For an interpretation (U, M) and a valuation x of the free predicate vari-
ables, except W, in 1, we define the operator ¢(U"M):x . 2U" _ 9U™ on sets
S of n-ary tuples

PUMX(§)y = {x e U™ | (U M),x U{W — 8} = »(W,x)}, (2:2)

where xy U {WW — S} is the valuation y extended such that the extension of
W is assigned to S. If ¢(W,X) contains only the predicate variable W, we
often omit the valuation y and write just »(U*). By definition, W appears
only positively in ¢ such that ¢)(U™):X is monotonic on sets of n-ary U-tuples
and thus has a least and greatest fixed point [Tar55], which we denote by
LFP (yp(U:M):X) and GFP(p(U"M):Xx) respectively. Finally, we have that

(U, M), x = [LFP WX.(W,X)](x) <= x € LFP(pU:Mx) = (2.3)

and similarly for greatest fixed point formulas. We call an FPL sentence (i.e.,
an FPL formula without free variables) alternation-free if it does not contain
subformulas ¢ = [LFP TX.¢](X) and 6§ = [GFP SY.|(Y) such that T occurs
in n and 6 is a subformula of ¢, or S occurs in ¢ and 1) is a subformula of . We
can eliminate greatest fixed point formulas from a formula, by the equivalence:

[GFP WX.4)] = —[LFP WX.~[W/-W]] , (2.4)

where —)[W/=W] is —p with W replaced by =W. If we thus remove great-
est fixed point predicates, and if negations appear only in front of atoms or
least fixed point formulas, then a formula is alternation-free iff no fixed point

variable W appears in the scope of a negation.
As in [Gra02a], we define

YU 0=
YOM 1 41 = UM (UM 4 o) for ordinals o
w(UvM) 18 = U (’(/J(U’M) 1 @) for limit ordinals 3

a<f

18 A formula v is in negation-normal form if the only used connectives are A, V, and
-, and — only appears in front of atoms. Let 1 be a formula in negation-normal
form. A predicate p appears then only positively in v if there is no —p in ).



58 2 Preliminaries

Furthermore, since 1Y) is monotone, we have that ¢(U:M) 1 0 C M) 1
1 C ... and there exists a (limit) ordinal a such that @M 1 o =
LFP (pU:M)),

Ezxample 2.27. Take the conjunction of the following formulas, i.e., the infinity
axiom!® from [GW99]:

3X,Y - F(X,Y) (2.5)
VX,Y - (F(X,Y) = (3Z- F(Y, Z))) (2.6)
VX,Y - F(X,Y) = [LFP WX.VY - F(Y,X) = W)|(X)  (2.7)

A model of these formulas contains at least one F(z,y) (by formula (2.5)),
which then leads to a F-chain by formula (2.6). Formula (2.7) ensures that
each element z is on a well-founded chain (and thus formula (2.6) actually
generates an infinite chain).

For example, take an infinite interpretation (U, M) with U = {x¢,z1,...}
and M = {F(xg, 1), F(z1,22),...}). Clearly, this model satisfies formulas
(2.5) and (2.6). Denote p = VY - F(Y,X) = W(Y), then we calculate
LFP (VM) as follows:

R
W1 = (a0}
W12 = {ao, 21}

Indeed, (M) 1 1 = UM () such that 1 is reduced to VY - F(Y, X) =
false, or, equivalently, =3Y - F(Y, X), i.e., we want those X’s that have no
predecessor, which is exactly xg. In the next step, we deduce again xg plus
all successors of xg, yielding {z¢,z;}. Finally, we have that LFP((U'"M)) =
{0, x1,2,...} such that formula (2.7) is also satisfied by (U, M).

Moreover, no finite model can satisfy the above formulas. First, note that
a model (U, M) cannot contain loops, i.e., {F(zo,x1),..., F(zn,20)} C M is
not possible. Assume otherwise. By formula (2.7), z, € LFP(x(M)) and
thus there is some ordinal « such that z, € (") 1 a. By the definition
of WM 1 o, we then have that z,_; € (UM 1 o — 1. Since we have
a loop, one can continue this way and eventually deduce for some z; that
z; € WM 10 =0, a contradiction. Thus M does not contain loops.

By the first formula, we need some F(X,Y) € M if M is to be a model.
Since M does not contain loops, we have some F(xg,z1) € M. Formula (2.6)
then calls for some X such that F'(z1,X) € M. Since M cannot contain loops,
X must be different from xy and from x; and we need some new x5. One can
continue this way, and the loop-freeness of M will impose the deduction of an
infinite number of domain elements.

19 An infinity aziom is a formula that has only infinite models (if it has models).
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Finally, note that reasoning in FPL is undecidable as FPL is an extension
of the undecidable FOL.






3

Open Answer Set Programming

We define the open answer set semantics for logic programs in Section 3.1
and show in Section 3.2 that for unrestricted programs satisfiability checking
for this semantics is undecidable. In Section 3.3, we introduce the notion of
inverted predicates and we define an accompanying inverted world assump-
tion. Section 3.4 identifies different syntactical subclasses of logic programs
for which reasoning is shown to be decidable by a reduction to 2ATAs. We
indicate in Section 3.5 how the restricted programs are still suitable to do
conceptual modeling, in particular we show how to simulate a large part of
Object-Role Modeling constructs. Finally, in Section 3.6, we discuss related
work.

3.1 Open Answer Set Programming

Logic programs are defined as in Section 2.3.1. We additionally assume the
existence of binary predicates = and #, where ¢t = s is considered as an atom
and ¢t # s is shorthand for not t = s. E.g., for a = {X # Y)Y = Z}, we
have a™ = {Y = Z} and o= = {X = Y}. We call an atom for which the
predicate is not equality or inequality, a regular atom. We further forbid the
appearance of equality atoms in the positive head of a rule. The Herbrand
Base of a program is modified such that it is now the set of ground regular
atoms that can be formed using the language of the program, i.e., we do not
allow = in the Herbrand Base.

Regarding the semantics, we interpret = directly, i.e., for an atom s = ¢
and an interpretation I, we have that I = s =t if s and ¢ are equal terms.
The other definitions in Section 2.3.1 remain unmodified.

For a program P, let cts(P) be the constants in P, vars(P) its variables,
preds(P) its predicates, upreds(P) its unary predicates, and bpreds(P) its
binary predicates.

Definition 3.1. A universe U for a program P is a non-empty countable su-
perset of the constants in P: cts(P) C U. We call Py the ground program
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obtained from P by substituting every variable in P by every possible element

from U.

Computing the (normal) answer sets of a program amounts to grounding the
program P with the universe cts(P), resulting in Pis(py- In the following, a
program P is, unless specified otherwise, assumed to be a finite set of rules;
infinite programs will only appear as byproducts of grounding a finite program
with an infinite universe.

Definition 3.2. An open interpretation of a program P is a pair (U, M) where
U is a universe for P and M is an interpretation of Py. An open answer set
of P is an open interpretation (U, M) of P where M is an answer set of Py.

FEzxample 3.3. Take a program P:

p(X) < not ¢(X)

q(a) «—

Then cts(P) = {a} such that the universes for P have to be countable
supersets of {a}. Some possible universes are {a}, {a,b}, and {a,21,22,...}
where the latter is an infinite one. Grounding P with {a, 21, z2, ...} yields the
program

p(a) < not q(a)
p(z1) < not q(z1)
p(x2) — not q(z2)

g(a) —
which has an answer set {¢q(a), p(z1), p(22),...} such that

({avxlv - '}a {q(a),p(an), . })

is an open answer set of P. The open answer set that corresponds to the
normal answer set is ({a}, {g(a)}).

The main reasoning procedures we consider for the open answer set semantics
are satisfiability checking, consistency checking, and query answering.

Definition 3.4. A program P is consistent if it has an open answer set. For
an n-ary predicate p, appearing in P, p is satisfiable w.r.t. P if there exists
an open answer set (U, M) of P and a x € U™ such that p(x) € M.

Note that the program P in Example 3.3 is consistent, and that p is satisfiable.
This example also shows that the open and normal answer set semantics yield
different conclusions: in the normal, closed world, answer set semantics one
concludes that the predicate p is not satisfiable since there is no answer set
that contains a p-literal. In some settings, however, this may not be desirable:
assume the rule p(X) « not ¢(X) plays the role of a schema constraint and
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q(a) « is the particular data against which to check the schema constraint.
One wants to conclude that p is satisfiable, i.e., the schema constraint makes
sense, since there are indeed cases, for other data, where p can be populated.
The open answer set semantics gives you this desired behavior.

Consistency checking can be reduced to satisfiability checking.

Theorem 3.5. Let P be a program. P is consistent iff p is satisfiable w.r.t.
PU{p(X)Vnot p(X) <}, where p is a unary predicate not appearing in P.

Proof. For the “only if” direction, assume P is consistent, then there is an
open answer set (U, M) of P. Take the open interpretation (U, M U {p(z)})
for some x € U (U is non-empty by definition of a universe). Then ((P U
{p(X) V not p(X) «}p)Mr@} = pM y {p(z) «}, and, since M is an
answer set of P}/, we have that M U{p} is an answer set of P} U{p <}, and
thus (U, M U {p(x)}) is an open answer set of P U {p(X)V not p(X) <} that
contains p.

For the “if” direction, assume p is satisfiable w.r.t. PU{p(X)Vnot p(X) «—
}, then there is an answer set (U, M) of P U {p(X) V not p(X) <} such that
p(x) € M for some z € U. Take (UM’ = M\{p(y) | y € U}), then M’ is
indeed an answer set of Py such that (U, M’) is an open answer set of P. O

For a ground literal a, we define P | « if for all open answer sets (U, M)
of P, « € M. Checking whether P | « is called query answering. We can
reduce query answering to consistency checking.

Theorem 3.6. Let P be a program. P = « iff PU{ «— a} is not consistent.

Proof. For the “only if” direction, assume, by contradiction, that PU{ < «}
is consistent, then there is an open answer set (U, M) of PU{ < «} such that
a ¢ M. Since (U, M) is also an open answer set of P, we have a contradiction.

For the “if” direction, assume, by contradiction, that there is some open
answer set (U, M) of P such that o ¢ M. Then, (U, M) is an open answer set
of PU{ < a} such that the latter is consistent, a contradiction. O

There are programs such that a predicate is only satisfiable w.r.t. that
program by an infinite open answer set. We call such programs infinity pro-
grams.

Ezample 3.7. Take the program

Ty restore(X) «— crash(X),y(X,Y), backSucc(Y)

To backSucc(X) «— —crash(X),y(X, Y), not backFail(Y)
T3 : backFail(X) <« not backSucc(X)

T4 - <—y(Y1,X),y(Y2,X), YI#YQ

T5 y(X,Y)Vnot y(X,Y) «

re :  crash(X) V not crash(X) «—
r7 : —erash(X) V not —crash(X) «—
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Rule r; represents the knowledge that a system that has crashed on a particu-
lar day X (crash(X)), can be restored on that day (restore(X)) if a backup of
the system on the day Y before (y(X, Y) — y stands for yesterday) succeeded
(backSucc(Y)). Backups succeed, if the system does not crash and it cannot
be established that the backups at previous dates failed (r2) and a backup
fails if it does not succeed (r3). Rule r4 ensures that for a particular today
there can be only one tomorrow. Rules 75, 76, and r7 allow to freely introduce
y, crash, and —crash literals. Indeed, take, e.g., crash(z) in an interpretation;
the GL-reduct w.r.t. that interpretation contains then the rule crash(z) «—
which motivates the presence of the crash literal in an (open) answer set. If
there is no crash(z) in an interpretation then the GL-reduct removes the rule
r5 (more correctly, its grounded version with z). Below, we formally define
rules of such a form as free rules in correspondence with the intuition that
they allow for a free introduction of literals.

Every open answer set (U, M) of this program that makes restore satisfi-
able, i.e., such that there is a restore(z) € M for some z € U, must be infinite.
An example of such an open answer set M is (we omit U if it is clear from
M)

{restore(x), crash(z), backFail(x),y(x, z1),
backSucc(xy), ~crash(zy), y(z1, x2)

backSucc(xs), ~erash(xs), y(za2, x3), ...}

One sees that every backSucc literal with element z; enforces a new y-successor
Zi+1 since none of the previously introduced universe elements can be used
without violating rule r4, thus enforcing an infinite open answer set.

Indeed, assume restore is satisfiable w.r.t. P. Then, there must be a z( in
the universe U of some open answer set (U, M) such that restore(zy) € M.
With r1, we must have that crash(zg) € M, and there must be some z, € U
such that y(zp,z;) € M and backSucc(z;) € M, and thus, with rule 7o,
—erash(z) € M, y(z;,22) € M and backFail(zg) ¢ M. With crash(zp) € M
and —crash(z;) € M, we are sure that z7 # xo. With r3, one must have
that backSucc(xg) € M such that zo # zo for the same reason. Furthermore,
X9 # x1, since otherwise y(zg,z;) € M and y(z;,z;) € M: with xg # 2 this
is a contradiction with r4. Thus, summarizing, xo # z1 and x2 # xg. One can
continue this way, and one will be obliged to introduce new z;’s ad infinitum.

We can, without loss of generality, restrict ourselves in the rest of this disser-
tation, as in [LPV01], to programs without classical negation —.

Theorem 3.8. Let P be a program. Then,

o (U,M) is an open answer set of P iff (U, (M U{p'(x) | -p(x) € M})\
{-p(x)}) is an open answer set of P’, and

o (U,M) is an open answer set of P’ iff (U,(M U {-p(x) | p'(x) € M})\
{P'(x)}) is an open answer set of P,
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where P is P with every occurrence of —p(t) replaced by a new p'(t) and the
constraint — p(X), p'(X) added.

Proof. In answer set programming, a classically negated atom is basically
treated as a new atom, while making sure that contradicting literals a and
—a do not appear together in an interpretation. This is exactly what the
construction of P’ encodes. O

For an open answer set (U, M) of a ground program P and an arbitrary
universe U’ for P, we have that (U’, M) is also an open answer set, i.e., for
ground programs the universe does not matter and one can stick to cts(P)
such as in the normal answer set semantics.

Theorem 3.9. Let P be a ground program. (U, M) is an open answer set of
P iff vU' - (U', M) is an open answer set of P, where U’ is a universe for P.

Proof. This follows from YU’ - Py = P. O

The groundness is necessary for Theorem 3.9 to hold.

Example 3.10. Take the unground program

q(a) < not p(X)
pla) —

Then ({a,z},{p(a),q(a)}) is an open answer set, while ({a}, {p(a),q(a)}) is
not.

A type of rules that we will use frequently are free rules, i.e., rules of the form
q(t) vV not q(t) « for a tuple t of terms; they enable a choice for the inclusion
of atoms. A predicate p is free if there is a free rule p(t) V not p(t) «. Satis-
fiability checking of a free n-ary predicate p w.r.t. P can always be reduced
to satisfiability checking of a new non-free n-ary predicate.

Theorem 3.11. Let P be a program and p a free n-ary predicate. Then, p is
satisfiable w.r.t. P iff p’ is satisfiable w.r.t. P U {p'(X) < p(X)}. Moreover,
this is a linear reduction.

Proof. For the “only if” direction, assume p is satisfiable w.r.t. P, then there
is an open answer set (U, M) of P such that p(x) € M for an n-ary x € U".
Define

M =MU{p'(t)|pt)e M} .

One can see that (U, M’) is an open answer set of P’ = PU{p'(X) «— p(X)}.

For the “if” direction, assume p’ is satisfiable w.r.t. P’, then there is an
open answer set (U’, M) of P’ that contains some p’(x) and, by the minimality
of M’ and the rule p/(X) <« p(X), also p(x). Define

M= M\{p'(t)}.

Then, (U’, M) is an open answer set of P that satisfies p. O



66 3 Open Answer Set Programming

In order to be able to define an immediate consequence operator, we restrict
ourselves in the rest of this dissertation to programs where rules a < 3 are
such that |a™| < 1. This restriction ensures that the GL-reduct contains no
disjunction in the head anymore, i.e., the head will be an atom or it will
be empty. This property of the GL-reduct allows us to define an immediate
consequence operator [VEK76] T that computes the closure of a set of literals
w.r.t. a GL-reduct.

For a program P and an open interpretation (U, M) of P, TI(DU’M) : Bp, —
Bp, is defined as T(B) = BU{a | a — B € P} A B = 3}. Additionally, we
define T°(B) = B, and T"*Y(B) = T(T™(B)).!

Erample 3.12. Take the program P:

a(X) < not b(X), c(X)
c(X)Vnot ¢(X) «

For an open interpretation (U, M) = ({z}, {c(x)}), P} is the program

a(z) — c(z)
c(z) «

Such that T! = {c(z)} and T? = {c(x), a(z)}.

Although we allow for infinite universes, we can motivate the presence of
atoms in open answer sets in a finite way, where the motivation of an atom is
formally expressed by the immediate consequence operator.

Theorem 3.13. Let P be a program and (U, M) an open answer set of P.
Then, YVa e M -dIn < oco-a €T".

Proof. 2 Assume Ja; € M -Vn < oo -a; € T™.

e We write down all 7 : a; « Bi* € P} such that M |= 8i* and such that
there exists a regular atom azfjl € 3" such that ¥n < oo - azfjl & T™. There
always exists such an r}*, because otherwise3 , we would have that for all r
a1 — B, M} B or M | 8 and for all regular b; € 8 Ing, < oo - b; € T,
Assume the latter, then a; € T™a":+1 with maxny, + 1 finite, which is
impossible. So for all r : a1 «— 8, M [~ 3, but then is M \ {a1} a model of

P} which is also a contradiction (by the minimality of M).

! We omit the sub- and superscripts (U, M) and P from TI(DU’M) if they are clear
from the context and, furthermore, we will usually write 7" instead of T'(0).

2 Alternatively, one can show that T is finitizable, i.e., T(B) = Uprcn,|B/|<oo T (B)
(see, e.g., [EGO5]). Together with the monotonicity of T, the theorem follows.

% Note that there is a rule r € P} with head a1, otherwise M \{a1} would be a
model of P}, contradicting the minimality of M.
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e Next, we write down all r1}:* 1 ay; « 313 € PM such that M = B}

171 151
and such that there exists a regular atom af)/% € G} such that
Vn < oo - azlljzl"’j2 g T". There always exists such an riljzf, because other-

wise, we would have that for all r : alfjl — B, M £ j or for all regular
b; € B dn < oo-b; € T™. Assume the latter, then alfjl € Tmaxn+tl with
maxn + 1 finite, which is impossible. So for all r : azfjl — B, M ¥ 3, but

then is M \ {alfjl} a model, which is also a contradiction.
e Continue this ad infinitum.

Let My = M\ {ay,a}},,al}, .. lir,iz,..., j1,...}. Clearly, My C M.
Furthermore, M5 is a model of Pg/[. Indeed, take an arbitrary R : c «— (8 € Pg/[
with M» |= 3. Because M is a model we have that ¢ € M.

Assume c € {a1,ay} a1}, i1, 42,5 1, )

e Takec=ay.If foralliy, 8 # Bil, then (since My = (3, we have M = ) for
all regular b; € 3 we have that In < oo - b; € T". Then a; € T™*" ! with

n finite, which is impossible. And thus there is a i1, 3 = §;', but My [~ 8}

(since the regular a7} & M), and thus M & 3. A contradiction.

e More general, take ¢ = alfh”}k If, for all ix41, B # ﬁﬁlz’;:l, then for all
b; € 3 we would have that 3n < oo -b; € T". Then ayy; " € Tmaxn+!
with n finite, which is impossible. And thus there is a ix11, 8 = ﬁﬁll’zzl,

but M, [~ ﬁi;ll’zzl, and thus M, [~ 8. A contradiction.

Thus ¢ & {aq, a?jl,a?ji"’h, .. )i1,d2, ..., 41,.. .}, and as a consequence ¢ € M.
We conclude that Ms is a model, in contradiction with the minimality of M.
O

3.2 Undecidability of Open Answer Set Programming

We show the undecidability of open answer set programming for unrestricted
programs by a reduction from the undecidable origin constrained domino
problem (see Corollary 2.6, pp. 30). 4

Let D = (D, H,V) be a domino system where D = {dy, ..., d}. We define
the corresponding domino program [D] as in Table 3.1. The rules in the N x N
part of the table encode the plane: h (v) makes sure that every point in N x N

4 Undecidability can be shown by a reduction from (undecidable fragments of)
first-order logic as well. E.g., take the undecidable class of formulas of the
form ¢ = VX 1VXy ... VX;3YP(Xy,...,X;,Y) for natural numbers j (see, e.g.,
[BGGIT], pp. 10). In these formulas, ¢ is a first-order logic formula that contains
no unary predicates, at most one binary predicate and no predicates of higher
arity. Furthermore, it contains no function symbols, no equality and no constants.
Rewriting ¢ as =3X;...3X;=3Y¢(X1,...,X;,Y), we have the corresponding
rules
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Table 3.1. Domino Program

NxN|h: « h(U7 Vi), h(U, Vg), Vi # Vo
(U7 )7U(U7 V2)7 Vi# Ve
(U7 )71) X7 V1)7U(U7 Y)7h(Y7 Vg)’ VZ 7{ V2

hh:hh( U) — h(U, X)
hv : ho(U) «— (U, X)
hhe : «— not hh(U

)
hve : «— not hv(U)
fi : (U, V)Vnot h(U, V) «—
fe:o(U, V)Vnot v(U, V)«
Domino Conditions|d?? : «— d;(U), d;j(V), (U, V) | for (di,d;) & H
Ay’ — di(U),dj(V),v(U, V) | for (di,dj) &V
ds : «— not d;(X),...,not di(X)
dy? : — di(X), dj(X) for i #j
fi:di(U)Vnot di(U) « for1<i<k

has only one horizontal right (vertical upper) successor, s ensures that going
up vertically and then horizontally right is the same as going horizontally
right and then vertically up. hh encodes a horizontal has-successor relation
such that hhc makes sure that every element in the domain has a horizontal
successor, and similarly for hv and hvc in the vertical case. Finally, f; and f
are free rules; they can be used to introduce the h and v atoms.

The domino conditions ensure that we can construct a valid tiling out of
an open answer set of the domino program: d;” (d3”) ensure that horizontally
(vertically) adjacent domino types are allowed according to H (V'), d3 ensures
that every position in the grid is assigned to some domino, and dj’ ensures
that at most 1 domino type is assigned to each position. Finally, fi introduces
the dominoes itself.

Theorem 3.14. Let D be a domino system and d a domino in D. Then, D
tiles the plane N x N such that d is present in the tiling iff d is satisfiable w.r.t.
[D].

Y «— not 1’
'(/)/ — ’(/)”(X17. . .,Xj)
Q/JII(XJ, ey XJ) «— not Q/JIII(XJ PN ,X]‘)
(X, X)) — (X, .., X5,Y)
The translation can be trivially completed by adding rules that define ¢ (where
one can assume that ¢ is in disjunctive normal form) and assuming the predicate
in ¢ is defined by a free rule, ensuring the correspondence with first-order logic.
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For the “only if” direction, assume D tiles the plane such that d is

present in the tiling 7. Define U = N x N, and

M = {d(u) | 7(u) = d}
U{h((z,y), (z + 1,y)) | 2,y € N} U{o((,9), (z,y + 1)) | 2,y € N}

U {hh(u), hv(u) | u e N x N} .

We have that d is satisfied in M: d is present in the tiling 7, such that there is a
(7,y) € NxN with 7(x,y) = d. By definition of M, we have that d(z,y) € M?5.
It remains to show that (U, M) is an open answer set of [D].

o M

is a model of [D]M. We check satisfiability of every rule in [D]M.

The free rules are satisfied.

Take 7 : « h(u,v;), h(u,v2) € [DIM, originating from h (and thus
vy # v2), and assume M | body(r), then u = (x,y), v1 = (x + 1,y),
and ve = (z + 1, y) such that v; = vs, a contradiction.

Constraints originating from v can be checked similarly.

Take r : « h(u,2;),v(z1,v1),v(u, 22), h(22,v2) € [DIM, originating
from s (and thus vy # vg), with M = body(r). Then u = (z,y),
z1 = (x+1,y),v1 = (x+1,y+1), 20 = (z,y+1),and vo = (z+1,y+1),
such that v; = vs, a contradiction.

Take hh(u) < h(u, ), originating from hh. We have that hh(u) € M
forallu € U.

The rules originating from hv can be done similarly.

For all w € U, we have that hh(u) € M such that no constraint origi-
nating from hhc is in [D]}.

The constraint hve can be done similarly. -

Take d}’? : « d;(u),d;(v), h(u,v). Assume M | body(dy’), then
u = (x,y) and v = (x + 1,y) for some (z,y) € N x N. Since d;(u) €
M, we have that 7(z,y) = d;, and, with d;(v) € M, we have that
T(x 4+ 1,y) = d;. Thus, since 7 is a tiling, (d;,d;) € H, a contradiction.
The rules dy’ can be done similarly.

7 is a function, thus for every (x,y) € N x N there is a d such that
7(x,y) = d. Then, for every u € U, there is a d(u) € M, such that
[DIM does not contain constraints originating from ds.

Take d5’ : «— d;(u), d;(u) with M }= body(dy”), then 7(u) = d; and
T(u) = d; with d; # dj; this is a contradiction, since 7 is a function.

e M is a minimal model of [D]#. Assume not, then there is a N C M, model
of [D]M, such that there is some [ € M\ N. We distinguish between some
cases:

I = d(u). Since d is free, we have that d(u) <€ [D]¥, such that d(u) €
N since N is a model of [D]¥ a contradiction.

I = h(u, z). Since h is free, this can be done similarly, as can the case
Il =v(u,z).

5 We assume d(z,y) is shorthand for d((z,y))
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— 1 = hh(u). Then, there is some h(u, z) € M and with hh(u) — h(u, z) €
[DIM and | ¢ N, we have that h(u,z) ¢ N such that h(u,z) ¢ M (by
the freeness of h), a contradiction. The case for hv is similar.

For the “if” direction, assume that (U, M) is an open answer set of [D]
containing a d(ug) for ug € U. For each (z,y) € N x N, define 7 such that
7(z,y) = d if there is a sequence

h(UO, 31)7 h(817 82)7 ey h(Sw_l, 81)7 U(Swu tl)u U(t17t2)7 e 7’U(ty—17ty)

in M such that d(t,) € M; one thus assigns d to position (z,y) if for the
element ¢, € U that is obtained by “moving” horizontally x times with & and
vertically y times with v, we have that d(t,) € M (thus ¢, corresponds with

(@, 9))-

First, we show that 7 is well-defined:

e Every element in NxN has an image through 7. Indeed, take (z,y) € NxN.
We have that ug € U. And thus hh(ug) € M such that h(ug,s1) € M (by
minimality of M). With a similar reasoning, we can thus deduce a sequence
h(uo, s1), h(s1,52), ..., h(Sz—1, 5z), V(Sz, t1),v(t1,t2), ..., 0(ty—1,ty) in M.
With d3, we then have that there is some d; such that d;(t,) € M, and
thus 7(x,y) = d;, per definition of 7.

e An element (z,y) € N x N has at most one image: assume not, i.e., there
are d; and d; for i # j such that 7(z,y) = d; and 7(x,y) = d;. We have
then two sequences

h(UO, Sl)u h(817 82)7 ey h(Sw_l, S$)7U(SI7 tl)u U(t17t2)7 e 7’U(ty—17ty)
and

h/(’u,o, Sll)a h(s/lv S/2>5 R h(s;/v—lv S;),’U(S;, tll)a v(t/lat/2)5 R v(t;/g—lvt;/g)

with d;(t,) € M and d;(t;) € M. Using the functionality of predicates
h and v in M (with constraints h and v), one can deduce that s; = s/,
1<i¢<uz and t; =t;, 1 <i<y. Such that d;(t,) € M and d;(t,) € M
for i # j, a contradiction with di’j .

Next, we show that

o (7(z,y),7(x+1,9)) € H, and
o (7(z,y),7(x,y+1)) V.

We only check the first condition (the second condition is similar). Take d; =
7(x,y) and d; = 7(z + 1, y). By definition of 7, we have that

h(uo, 1), h(s1,82)s- s h(Su—1, 82), V(8z, t1), v(t1,82), . .., v(ty—1,ty) € M

and
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h/(’u,o, Sll)a h(s/lv 5/2)7 R h(s;/v—lv S/m)v h(slmv S/m-l-l)a U(S/w-l-latll)a v(t/15t/2)a sy
v(ty_1,t,) € M

with d;(t,) € M and d;(t;) € M. We show that h(t,,t,) € M, which leads,
with d%”, to the conclusion that (d;,d;) € H.

With the functionality of h, we can deduce that s; = s}, 1 <4 < 2. Thus,
we have that v(s;,t1) € M, h(sg,8,,1) € M, and v(s},,,t]) € M. We have
that for ¢1, there is some h(t1,t]) € M (every element has a successor in M).
Then, with constraint s, we have that t{ = ¢}, and h(t1,¢]) € M.

We then have that v(t1,t2) € M, h(t1,t]) € M, and v(#],t5) € M. We
have that for to, there is some h(t2,t5) € M (every element has a successor
in M). Then, with constraint s, we have that t5 = t5 and h(ta,15) € M.

Continuing this way, eventually, leads to h(t,,t,) € M. Figure 3.1 il-

Y
lustrates the two used sequences; one can use rule s to subsequently prove

h(t1,ty) € M, ..., h(t,,t,) € M.

&
H-
=

Fig. 3.1. Checking the Tiling Conditions

Finally, we have that d is present in the tiling 7: we have that d(ug) € M
and thus 7(0,0) = d by definition of 7. O

With a similar proof, we can reduce the unconstrained domino problem to
consistency checking.

Theorem 3.15. Let D be a domino system. Then, D tiles the plane N x N iff
[D] is consistent.

Corollary 3.16. Satisfiability checking is undecidable.

Proof. This is an immediate consequence of Corollary 2.6 and Theorem 3.14.
O

Corollary 3.17. Consistency checking is undecidable.

Proof. This is an immediate consequence of the undecidability of the uncon-
strained domino problem (pp. 30) and Theorem 3.15. O
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3.3 The Inverted World Assumption

We restrict ourselves in the remainder of this chapter and in the following
chapter to programs with unary and binary predicates only. This allows us
to introduce, similar to some DLs (see Section 2.3.2), inverted predicates f!
for a binary predicate f. For a set X of binary (possibly inverted) predicate

names, X1 = {fi | f € X} where fil = f. We call atoms fi(s,t), where f is a
predicate, inverted atoms. The Herbrand Base is still the set of ground regular
atoms that can be formed from the language in P, but a language includes
now the inverted predicates that can be formed: if there is a binary fi or a
binary f in the program, the Herbrand Base contains atoms with predicate
#1 and f. We further have that bpreds(P) includes both f and f! for a f or
flin P.

FEzxample 3.18. Take the ground program P:

q(a) — f(a,b)

q(a) — gl(av b)

The Herbrand Base Bp is

{a(a), q(b), f(a,b), f(b,a), fla,a), f(b.b), f(b,a), f(a,b), fi(a,a), f(b,D),
g(a,b),g(b,a),g(a,a),g(b,b),g'(b,a), g"(a,b),g'(a,a),g' (b,b)} .

Possible interpretations of P are then subsets of Bp as before” and bpreds(P) =

{f fiag,gi}. The set of predicates in a program P is then preds(P) =
upreds(P) U bpreds(P).

Intuitively, f1(x, ) is defined, like in DLs, as the inverse of f. We formally
capture this using an inverted world assumption (IWA):

Definition 3.19. Let P be a ground program and M an interpretation of P.
Then IWA(P, M) is the formula

Vf € bpreds(P) - f(x,y) € M — fl(y,x) eM. (3.1)

We define open answer sets under IWA by defining, for ground programs
P, an interpretation M under IWA of P as an interpretation M of P such
that IWA(P, M) holds. Models, minimal models, and answer sets under IWA
of ground program P are then defined as usual but with interpretations under
IWA, instead of just interpretations.

6 We deviate from the convention in DLs to denote inverted roles as f~, and instead
denote them with f!, this to avoid confusion with the negative part 8~ of a body
B in (open) answer set programming.

" Remember that we assumed the absence of classical negation.
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Definition 3.20. An open interpretation under IWA of a program P is a pair
(U, M) where U is a universe for P and M is an interpretation under IWA
of Py. An open answer set under IWA of P is an open interpretation under
IWA (U,M) of P with M an answer set under IWA of Py. For an n-ary
predicate p, 1 <n < 2, appearing in P, p is satisfiable under IWA w.r.t. P if
there exists an open answer set under IWA (U, M) of P and a x € U™ such
that p(x) € M. Consistency checking under IWA and query answering under
IWA can be defined accordingly.

Example 3.21. Modify the program of Example 3.7 by removing classical nega-
tion and adding inverted predicates to obtain the program

Ty restore(X) «— crash(X),y(X,Y), backSucc(Y)

ro backSucc(X) «— not crash(X),y(X,Y), not backFail(Y)
ry: backFail(X) < not backSucc(X)

Ty <_y1(X7 Yl)vyl(Xa Y2)7 Yl # Y2

rs: y(X,Y)Vnot y(X,Y) «
re : crash(X) V not crash(X) «

We replaced «— y(Y,X),y(Yze,X), Y; # Yy by its counterpart

— X, Y;), 4} (X, Y2), Y; # Yy with inverses, and replaced —crash(X) by
not crash(X). An open answer set under IWA M that satisfies P is (we omit
U if it is clear from M):

{restore(x), crash(z), backFail(x),y(z, z1), yi(:tl , L),
backSuce(x),y(x1, x2), yi(:zzg, x1)
backSuce(xs), y(x2, x3), yi($3, x2),...}.

One can reduce consistency checking under IWA and query answering under
IWA to satisfiability checking under IWA.

Theorem 3.22. Let P be a program.

e P is consistent under IWA iff p is satisfiable under IWA w.r.t. PU{p(X)V
not p(X) <}, where p is a unary predicate not appearing in P.

o P Eiue aiff PU{ «— a} is not consistent under IWA, where Eq denotes
“query answering under IWA”.

Proof. Similar to the proofs of Theorem 3.5 and Theorem 3.6 (pp. 63). O
Satisfiability under IWA does not imply (normal) satisfiability.

Ezxample 3.23. Take the program P:

| g(X) < (X, V)
fUX,Y)Vnot fL{{X,Y) «
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Then ¢ is satisfiable under IWA by the open answer set

({z, 9}, {a(@), f(2,9), iy, 2)}) .

However, there are no rules with an f-atom in the head such that ¢ is not
satisfiable.

The other way around, we have that satisfiability does not imply satisfiability
under IWA either.

Ezample 3.2/4. Take the program P:

(X, Y)
p(X) — not ¢(X)
g(X) = fi(X,Y)
f(X Y)\/notf(X Y) «

Then p is satisfiable by the open answer set

{zy} {f (2, y), fy, @), f(2,2), f(y,9),p(2),p(1)}) -

However, p is not satisfiable under IWA: the rule f(X, Y) <« introduces all
possible groundings of f(X,Y), which then leads, by the IWA, to all possible

groundings of f!(X,Y’), such that all possible groundings of ¢(X) are in an
open answer set under IWA. With the rule p(X) « not ¢(X) one then has
that p is never satisfiable.

If we allow for a modification of the program, we can, nevertheless reduce
satisfiability checking under IWA to satisfiability checking.

Theorem 3.25. Let P be a program and p a predicate in P. Then, p is satis-
fiable under IWA w.r.t. P iff p is satisfiable w.r.t. P', where P’ is P with all

f¥ replaced by f' and the following rules added:

fl(Xv Y) <_f(Y7X)
f(Xv Y) <_f/(Y7X)

Proof. Intuitively, the added rules ensure that a f’(z,y) is in an open answer
set if f(y,z) is (and similarly for a f(z,y)). Note that one still needs to
motivate either f or f’ with other rules (just as is the case with f! and f).

For the “only if” direction, assume (U, M) is an open answer set under
ITWA of P. Define (U, M’) with

M' = (M\{fi(z,9)}) U{f (@.y) | fl(a,y) € M}

One can show that (U, M’) is an open answer set of P’ that satisfies p.
For the “if” direction, assume (U, M) is an open answer set of P. Define
(U, M") with
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M = (M\{f'(z,9)}) U{f (2,) | f'(z,y) € M}

One can show that (U, M) is an open answer set under IWA of P that satisfies
b. a

For programs that do not contain inverted predicates satisfiability is equiv-
alent to satisfiability under IWA.

Theorem 3.26. Let P be a program without inverted predicates and p a n-ary
predicate, 1 < n < 2. Then, p is satisfiable w.r.t. P iff p is satisfiable under
IWA w.r.t. P.

Proof. For the “only if” direction, assume p is satisfiable w.r.t. P. Then there
is an open answer set (U, M) of P such that p(x) € M. Define

M' = MU{fi(z,y) | f(y,z) € M} .

Clearly, (U, M’) is an open interpretation under IWA. We prove that (U, M)
is an open answer set under IWA of P; it satisfies p since p(x) € M.

e M’isamodel under IWA of P'. Take arule at « g+ € P}’ originating
from o« § € Py with M’ = o™ and M’ |= not 3~. Assume M’ = g+.
We have then that a™ «— g+ € P} and M | 37 since o < 3 does not
contain inverted predicates. Thus, 3l € at - M =1, and M’ = 1.

e M’ is a minimal model under IWA of P}. Assume not, then there is a
N’ € M’, with N’ a model under TWA of P} Define N = N'\{f\(z,y)}.
Then, N C M: N C M follows immediately, furthermore, we have that
there is some [ € M’\N'. Thus | ¢ N. From [ € M’, we have that | € M
orl = fYz,y) for f(y,xz) € M. In the former case, we are done, since then
I € M\ N; in the latter case, we have that f!(x,y) & N’, such that by the
IWA, f(y,z) ¢ N, and thus f(y,z) € M\N.

We additionally have that NV is a model of Pg[ which leads to a contra-
diction with the minimality of M.

For the “if” direction, assume p is satisfiable under IWA w.r.t. P. Then, there
is an open answer set under IWA (U, M) of P such that p(x) € M. Define

M= M\{f'(z,y)} .
One can show that (U, M’) is an open answer set of P that satisfies p. O
Corollary 3.27. Satisfiability checking under IWA is undecidable.

Proof. The domino program in Table 3.1 (pp. 68) contains only unary and
binary predicates and no inverted predicates such that Theorem 3.26 is ap-
plicable. The result follows from the undecidability of satisfiability checking
that was established in Corollary 3.16. a
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Theorem 3.28. Let P be a program without inverted predicates. Then, P is
consistent iff P is consistent under IWA.

Proof. P is consistent iff p is satisfiable w.r.t. PU{p(X)Vnot p(X) <}, where
p is a unary predicate not appearing in P (by Theorem 3.5). The latter holds
iff p is satisfiable under IWA w.r.t. P U {p(X) V not p(X) <} (by Theorem
3.26) iff P is consistent under IWA (by Theorem 3.22). O

Corollary 3.29. Consistency checking under IWA is undecidable.

Proof. The domino program in Table 3.1 (pp. 68) contains only unary and
binary predicates and no inverted predicates such that Theorem 3.28 is appli-
cable. The result follows from the undecidability of consistency checking that
was established in Corollary 3.17. a

We define a modified immediate consequence operator for programs with in-
verted predicates. For a program P and an open interpretation under IWA
(U, M) of P, Tio ™ . Bp, — Bp, is defined as Ti(B) = BU {a,al | a —
B € PY A B = B}, where a' = a if a is a unary atom and f(s,t)' = fl(t, s)
;0 sn+1 . -n

otherwise. Additionally, we have T' (B) = B®, and T*  (B) = TH{T" (B)).

We can still motivate the presence of literals in open answer sets under
the IWA in a finite way.

Theorem 3.30. Let P be a program and (U M) an open answer set under
IWA of P. Then,Va € M - 3n < oo - aeT!.

Proof. Assume Ja; =a € M -Vn<oo-a; ¢ 7",

o We write down all rit s ah — B € PYM with af = a; or ay = ay I such that
M [ f7' and such that there exists a regular atom ay} € B}l such that

Vn < oo - a & 71", There always exists such an 7°1 , because otherwise,
we have that for allr:ay «— 8, M £ Bor M |= 8 and for all regular b; € 8

+1
In<oo-b; €T . Assume the latter, then ah € 71" With n finite,
+
which is impossible (because then a; € it ). So for all 7 : a] « £,

M [~ B, but then is M \ {al,al } a model under IWA, which is also a
contradiction (by the minimality of M).

e Next, we write down all ri}'* : o 111]1 B2 € Py owith o'y = ayy,
or a 111]1 = ai 4, such that M = 61”2 and such that there exists a regular

in
a2 o 6“12 such that Vn < 0o - a2 & T1 . There always exists such an

a1J1J2 1j17j2
Q100 11
71}'?, because otherwise, we would have that for all r : @'y}, « 8, M = 3

S (U,M)
8 We omit the sub- and superscripts (U, M) and P from T'p if they are clear
from the context and, furthermore, we will usually write T" instead of T*(().
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or M = 3 and for all regular b; € 8 In < 00 - b; € 71", Assume the latter,

; +1
then o 11;1 E 7" with n finite, which is impossible (because then
alfjl eri"” ) So for all r : a”lljl — B, M }~ 3, but then is M\{alh,alhl}

a model under IWA, which is also a contradiction.
e Continue this ad infinitum.

Let My = M\ {ar,art,aft ot 'oali aii ' iy is o jr, )
Clearly, My C M. Furthermore, M is a model under IWA of Pg/[ . Indeed,
take an arbitrary R : ¢ « 3 € P} with M, |= 3 (then M = 3), and, because
M is a model under IWA, c € M.

S i i
1 12 12 S ;
Assume ¢ € {a1,a1 ,aljl,alj1 say  aryy, s i des o g1,

e Takec=aj orc= ali. If, for all i1, 8 # ﬁil, then (because M = () for
smaxn—+1
all regular b; € B we have that In < oo - b; € 71", Then a €T
smaxn+1

(or at € T! ) with n finite, which is impossible. And thus there is

aiy, = 61 , but My}~ ﬁil and thus My £ 6 A contradiction.

Ak
-Jk

5131 51 then (because M = ) for all b; € 3 we have In<oo-beTh .

e

e More general, take ¢ = am or ¢ = am . I, for all igyq, O 75

smaxn—+1 smaxn—+1

i
Then afy; ™ € T" (or ayy ™ € T ) with n finite, which

is impossible. And thus there is a ix4+; such that § = 51h 1,3217 but Mo b
51;1 e and thus Mo B~ . A contradiction.

e ?
i i
1112 1112 - - .
Thus ¢ ¢ {al,al 7a1317a131 ,a1J1J2,a1J1J2 yoo-lin,d2,. .0, J1,. ..}, and as a
consequence ¢ € Ms. We conclude that Ms is a model, in contradiction with
the minimality of M. a

3.4 Decidable Open Answer Set Programming under the
IWA using 2ATAs

In this subsection, we identify an expressive class of programs, so-called con-
ceptual logic programs (CoLPs), for which reasoning is decidable.

Inspired by modal logics (and DLs in particular), we restrict arbitrary
programs to CoLPs as to obtain programs such that if a unary predicate is
satisfied by an open answer set, it can be satisfied by an open answer set with
a tree structure, i.e., CoLPs have the tree model property. In [Var97], this tree
model property is held responsible for the robust decidability of modal logics.
Confirming this, the tree model property proves to be of significant importance
to the decidability of satisfiability checking in CoLPs; it allows the reduction
of satisfiability checking w.r.t. a CoLP to checking non-emptiness of a 2ATA.
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3.4.1 Conceptual Logic Programs

Recall the program in Example 3.7 (pp. 63), which has an open answer set
(U, M) with U = {z, 21, ...} and

M = {restore(x), crash(x), backFail (), y(x, 1),
backSuce(xy), ~crash(zy), y(x1, x2)
backSucc(xs), ~crash(ze), y(x2, x3), ...} .

One can rewrite this open answer set as an open answer set (U’, M') such
that U’ is a tree: take U’ = {g,1,11,111,1111,...} and

M' = {restore(¢), crash(e), backFail(¢), y(e, 1),
backSucc(l), ~crash(1),y(1,11)
backSucc(11), ~crash(11),y(11,111),...} .

Then (U’, M) is clearly also an open answer set of the program.

Observe that this open answer set can be encoded as a labeled tree ¢ :
U’ — 2v7ds(P): it maps nodes to a set of unary or binary predicates such
that, for unary predicates a in P and binary predicates f in P:

o a(zx) e M'iff a €t(x), and

o flr,y)e M iffy=a-iNfe€i(y).

Intuitively, unary literals a(z) can be encoded in the label of node = and
binary literals f(z,z - i) can be encoded in the label of x - i. A particular f
in the label of a node x - ¢ indicates that f(z,z - i) € M since each node z - ¢

has the unique predecessor x. The open answer set (U’, M') can be encoded
as the tree in Figure 3.2.

{restore, crash, backFail}

{y, backSucc, —~crash}

{y, backSucc, ~crash}

Fig. 3.2. Backup Example Tree

If we consider open answer sets under the IWA, we can also encode literals
f(z - i,2), where the first argument is a successor of the second argument.
Indeed, by the IWA we know that open answer sets under the IWA that

contain f(x -14,x) also contain fi(x,x -4). Similarly as above, we place f! in
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the label of x - i. Since z - ¢ has only one predecessor, x, such a label uniquely
identifies fi(:zr, x - i) and thus also f(z -, ).

Similarly, we can encode fi(:v -1,x) in open answer sets under the IWA
since f(x,x - i) is present in the open answer set under the IWA: place f in
the label of z - 1.

Example 3.31. Modify the program in Example 3.21 by adding the rule
tomor(Y,X) — y(X,Y).

The modified program has then an open answer set under IWA (U, M) with
U={e1,11,111,1111,.. .} and

{restore(e), crash(e), backFail(e),y(e, 1), yi(l, g),tomor(1,¢), tomori(a, 1),

backSucc(1),y(1,11), yi(ll, 1), tomor(11,1), tomori(l, 11),
backSuce(11),y(11,111), y (111, 11), tomor(111, 11), tomor' (11, 111), ...} ,
i.e., for every y(u,v) € M’, add tomor(v,u), and make sure the IWA holds.

One can encode this open answer set under IWA as the labeled tree ¢ in Figure
3.3.

{restore, crash, backFail}

{tomm’i7 y, backSucc}

{tomori7 y, backSucc}

Fig. 3.3. Modified Backup Example Tree

Such a labeling function ¢ maps nodes to a set of unary and/or (possibly in-
verted) binary predicates such that, for unary predicates a in P and (possibly
inverted) binary predicates f in P:

o a(x)e M'iff a € t(x),

o flryy)eM ify=x-iNfetly)orz=y-iAf'et().

Further note that the encoded trees in both of the above examples are minimal,
in the sense that for every node z - in the tree-shaped universe there is some

f(z,z-14) in the open answer set under the IWA where f is possibly inverted.
Intuitively, the tree cannot contain dangling nodes.
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Ezample 3.32. Take an open answer set under IWA ({e, 1}, {a(e),b(1)}) of
some program P. Node 1 is dangling, since there is no binary literal connecting
¢ and 1 in the open answer set.

A unary predicate p is tree satisfiable under IWA if there is an open answer
set under the IWA (U, M) that can be encoded as a tree, as described above,
and such that p(e) € M, i.e., the predicate p is in the label of the root.

Definition 3.33. Let P be a program. A p € upreds(P) is tree satisfiable
under IWA w.r.t. P if there exists

e an open answer set under IWA (U, M) of P such that U is a tree of bounded
arity, and
o a labeling function t : U — 2P7°%(P) sych that
- pete) and t(e) does not contain (possibly inverted) binary predicates,
and
- z-1 €U, i>0,if there is some f(z,z-1) € M where f is possibly
inverted, and
- foryeU, q€ upreds(P), f € bpreds(P),
q(y) € M iff g € t(y), and ‘
fle,y) e M iffy=x-iNfetly) orx=y-iAf'et(x), where f
18 possibly an inverted predicate.

We call such a (U, M) a tree model (under IWA) and a program P has the tree
model property (under IWA) if the following property holds: if p € upreds(P)
is satisfiable under IWA w.r.t. P then p is tree satisfiable under IWA w.r.t.
P. The label L(z) of a node z € U is L(z) ={q | q € t(2),q € upreds(P)}.

We will often denote a set like, e.g., {a(X),not b(X)} as a(X) with
a = {a,not b}; similarly for sets of binary (possibly inverted) literals, e.g.,
{f(X,Y),not ¢"(X,Y)} will be denoted as a(X,Y) for « = {f,not ¢g'}. If
we only write (X)), without specifying «, it is assumed that « is a (possibly
empty) set of unary predicate names, possibly preceded with the negation as
failure symbol, and similarly for a(X,Y).

We next identify a syntactical class of programs such that every program
of that type has the tree model property.

Definition 3.34. A conceptual logic program (CoLP) is a program with only

unary and binary predicates, without constants, and such that any rule is of

one of the following types,

e free rules a(X)V not a(X) « or f(X,Y)Vnot f(X,Y) — , where f is
possibly inverted (similarly for the subsequent rule types),

e unary rules

r:a(X) « B(X), U Ym (X, Yin), U O (Yom), 1

1<m<k 1<m<k

where
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1.y C Ulgz‘;&jgk{Yi #Y;} and {=,#} N ym =0 for 1 <m <k,
2.YY; € vars(r) - v;~ # 0, i.e., for variables Y; there is a positive atom
that connects Y; and X.
e binaryrules f(X,Y) « B(X),v(X, Y),56(Y) withy* #0, {=,#}ny =10,
e constraints «— a(X) or «— f(X,Y).

The term conceptual logic program refers to the ability of CoLPs to repre-
sent and reason with a diversity of conceptual knowledge, see, e.g., Section 3.5.
Intuitively, unary rules

r:a(X) «— B(X), U Ym (X, Yi), U Om(Ym),

1<m<k 1<m<k

allow to deduce a(X) if 8(X) hold, and for all neighbors Yu,, Ym (X, Ya,) as well
as 0, (Yy,) hold. Furthermore, one can impose that some of those neighbors
must be different. E.g., a rule

G(X) <—f(X, YJ),f(X, Yg), Y1 75 Y2

deduces a at X if X has 2 different neighbors Y; and Y2. We speak of neigh-
bors in the following sense. For a tree model (U, M) with associated labeling
function ¢, we have that an a(x) € M corresponds to an a € ¢(z). In order to
deduce a at node x, one can use, e.g., the above rule: there must be different
y1 and yo such that f(z,y1) € M and f(z,y2) € M. Since (U, M) is a tree
model, we must have that y; = x - ¢, i.e., a successor of x or y; = z - —1, the
predecessor of x. In the former case, we have that yo can be z - —1 or z - j
with j # 4. In the latter case, we have that y- is some x - i. Thus y; and yo
are indeed neighbors of x. We then have the following cases for the labeling
function associated with (U, M):

1. y1:$27y2:x_17f€t(y1)7flet($)7
2. ylz,’E'i, y2:xjaf€t(yl)7f€t(y2)7 and
3. 91:$'_17y2:$'i7 flEt($)7f€t(y2)

The restriction
VY; € vars(r) -yt # 0

is necessary to have the tree model property. E.g.,
q(X) < not f(X,Y),not q(Y)

is not a valid CoLP rule. Intuitively, one cannot transform an open answer set
under IWA to a tree model: we have that ({z,y},{q(x)}) is an open answer
set under IWA | however, it is impossible to make a tree out of it since we need
at least two domain elements x and y to make ¢ satisfiable, but we cannot
connect them through a binary predicate.

A similar restriction, v # @, holds for binary rules. E.g., a rule
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f(X,Y) —o(X)

is not a valid CoLP rule; a true v(z) may impose connections between = and
y without y being a successor of x.

The idea of ensuring such connectedness of models in order to have de-
sirable properties, like decidability, is similar to the motivation behind the
guarded fragment of predicate logic [ANB9S]. In fact, in Chapter 5, we take
the correspondence between the guarded fragment and syntactical classes of
programs a step further.

A unary rule

is a live rule if there is a 7, # 0. A unary predicate a is live if there is a
live rule r with a in head(r) and a is not free. The intuition behind a live
predicate a is that a new individual y might need to be introduced in order
to make a(x) true for an existing x. We denote the set of live predicates for
a CoLP P with live(P). A degree for the liveliness of a rule r, i.e., how many
new individuals might need to be introduced to make the head true, is

degree(r) = |[{m | ym # 0}] . (3.2)
The degree of a live predicate a in P is
degree(a) = max{degree(r) | a € head(r)} . (3.3)

The rank of a CoLP P is the sum of the degrees of the live predicates in P:

Z degree(a) . (3.4)

a€live(P)

Intuitively, given a node in an encoded tree with a certain label that contains
some unary predicates?, every live unary predicate in the node appears in the
head of some rule and its degree indicates precisely those neighboring nodes
that need to be present to motivate the predicate in the node. The sum of
those degrees corresponds then to the maximum branching of the tree at that
node. The rank of a program is the maximum number of successor nodes one
may need to introduce at any time.

Ezample 3.35. Take a program P that contains, for predicates a, b, and ¢, the
following rules:

rra(X) « f(X,Y)

re:a(X) — g(X,Y:),9(X, Ys)
rg: b(X) «— h(X,Y)

ry: ¢(X) — a(X)

9 The binary predicates do not introduce new nodes in a tree — all variables of the
body appear in the head.
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Then, degree(rs) = 2, degree(ry) = degree(rs) = 1 and degree(rs) = 0, such
that {a,b} C live(P) and degree(a) = 2 and degree(b) = 1. The rank of P is 3.
Intuitively, for {a(x),b(x)} C M, where (U, M) is some open answer set, one
needs to motivate the presence of a and b in the label of = in the corresponding
tree. One needs a rule with applicable body and head predicate a (r1 or r2)
and a rule with applicable body and head predicate b (r3). Motivating a in =
with 71 may introduce one new successor y of x by the true f(x,y); ro may
introduce two new successors y; and ys. In the worst case, this leads to the
introduction of at most 2 new successors of x to motivate a. For b at x, one
needs an applicable body of r3 which introduces at most one new successor
y. Combining this — @ and b are present in xz — yields that one may need to
introduce 3 new successors of x to motivate both a and b at z. Of course, this
is only in the worst case, in practice one can often reuse successors and/or the
predecessor.

Theorem 3.36. Conceptual logic programs have the tree model property.

Proof. Take a CoLP P and p € upreds(P) s.t. p is satisfiable under IWA, i.e.,
there exists an open answer set (U, M) under IWA with p(u) € M. Let n be
the rank of P.

We first define 6 : {1,...,n}* — U, a mapping from the complete n-
ary tree to the domain U. Intuitively, 6 associates some of the nodes in the
complete tree with elements in the domain.

Initially, assume 6 is undefined for the whole tree {1, ..., n}*. If 8 is defined
on some node z, we will call the node = defined. 6 is constructed as follows:

e Define 6(¢) = u.

e Assume we have considered, as in [Var98], every node in {1,...,n}*, for
some k, as well as every successor node of the defined 2’ € fr({1,...,n}¥)
until!® z - m for some defined z € fr({1,...,n}*). Consequently, we have
considered the nodes z-1,...,z-m.

Since 6 is defined on z, we have that 6(z) € U. For every ¢(6(z)) € M,

)
there is, by Theorem 3.13, some [ < oo s.t. ¢(6(z)) € T' . By definition of
the immediate consequence operator, we have that there is a rule'!

Tz : 4(0(2) — BT € Py

with M = §7]], originating from r : ¢(X) V a < 3 € P such that
- M ': O[i[],

10 By saying “until”, we assume that there is an ordering from left to right in the
graphical representation of the tree.

' For objects o (rules, (sets of) literals, ... ), we denote with o[Yi|y1, ..., Yalya], the
grounding of o where each variable Y; is substituted with y;. Equivalently, we may
write o[Y|y] for Y =Yi,..., Yy and y = y1,...,yd, or o] if the grounding sub-
stitution is clear from the context, or if it does not matter what the substitution
exactly looks like.
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M ot 5,
-1
and T'  |= B7[]. If r is not live, we do nothing. Else, the body of 74(g(.))

is of the form
YO, U 0:), 90, o )

with at least one v;~ # (). Without loss of generality, we can assume that for
all i, vt # 0. If thereisa z-j € {z-—1,2-1,...,2-m,...,z- (m+i—1))}
with 0(z - j) = y; then 6 remains undefined on z - (m + %), otherwise
0(z - (m+1)) = y;. Intuitively, if 0 is already defined on a neighbor of z as
equal to y;, there is no need to define # on another successor as equal to

Yi-
Define a labeled tree t : dom() — 2P74(P) wwhere dom(6) are those elements
for which 6 is defined, as follows'?:

o t(e) ={q|q(u) € M},
o t(z1)={q|q0(zi)) € M}U{f | f(0(2),0(z-i)) € M, f possibly inverted}.

Define the open interpretation (V, N) such that V' = dom(#) and

N ={q(z) | g €t(2)}
U{f(z,z-1), fi(z -1,2) | f €t(z-1), f possibly inverted} .

We have to check that (V, N) is a tree model under IWA satisfying p according
to Definition 3.33; it is easy to see that (V, N) is indeed an open interpretation
under IWA.

e (V,N) is an open answer set of P such that V is a tree of bounded arity.
The universe V is indeed a tree of bounded arity such that remains to
show that N is a minimal model under IWA of P}

Note that, for z € V,

q(2) € N iff q(6(z)) € M,

— f(z,z-i) e Niff f(0(2),0(z-1)) € M,

- f(z-i,2) e Niff f(0(z-4),0(2)) € M, and

— f(x,y) € N then f(0(x),0(y)) € M.

We show that N is a minimal model under IWA of PY.

~ N is a model under IWA of P}. Rules in P} that originate from a
free rule in P are satisfied. Binary rules and constraints can be easily
checked.

Take a unary rule 7 : a(z) < B4 (2), v (2, ym), 6} (ym) € PY origi-
nating from

a(X) «— B(X),Ym (X, Yin), 6m(Yim), Vi # Y; € P with 3= (z) NN =
V(@ Ym) NN = 6., (ym) NN = 0 and y; # y; for Vi #Y;.

Assume body(r) € N. We have that

12 Tn the following, we assume the 7 in z - i is such that 7 > 0.
13 We use a shorthand notation for rules.
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B-(0(x)) N M = 5, (B(y)) N M = 0.
Y (0(x), 0(ym))NM = 0. Indeed, assume g(8(z), 0(ym)) € M. Since
~ is not empty, there is some f(x,ym) € vV (z,ym) C N, and
thus y,, is successor of x or vice versa. But then we have that
g(x,ym) € N, a contradiction.
B (0()), 77 (0(2), 0(ym)) 73 (0(ym)) € M.
O(ym) # O(yx) if ym # yi. Indeed, both y,,, and yy, are in V, thus 6 is
defined on both y,, and yy. Since ~;; and *y,j are not empty, we have
that y,,, and y; are among the successors of x or the predecessor of
x. By construction of 8, we then have that 6(y.,) # 0(yx).
Thus 1 : a(0(2)) — §+(0(x)), v (0(x), 0(ym)), 02 (0(ym)) € P! with
body(r’') € M, such that a(6(z)) € M and thus a(z) € N.
~ N is a minimal model under IWA of P} . Assume not, then there is a
model N’ C N of P‘J/V . We show per induction that

if g(z) € N and ¢(6(z)) € Ti;/[, then ¢(z) € N,
if f(z,z-4) € N and f(0(2),0(z 1)) € TIZ/[, then f(z,z-1) € N,
and
if f(z-4,2) € N and f(0(z-1),0(z)) € T*);, then f(z-i,z) € N'.
-1
Take n = 1, and assume ¢(z) € N and ¢q(6(z)) € T";,, then there
isa q(0(z)) « € PY
originating from a ¢(X) V not q(X) <€ P, such that ¢(z) «—¢€
P} and thus ¢(z) € N’, or
originating from a rule

ria(X) — B(X), Ym(X, Vi), 0m(Ym),Yi #Y; € P

with body(r)* = 0. We have that there can be no Y; in the
body of r, otherwise «;* should be non-empty, which is not
possible. We have that 8~ (z) N N = () such that ¢(z) <€ PY,
and thus ¢(z) € N'.

The binary cases can be done similarly.

Assume it is true for n — 1 (IH).

For n, there is a rule

1 q(0(2)) — BT (0(2)), 1 (0(2), ym), 633, (ym) € Pi

with body(r') € Tly, ', 87(0(2)) N M = 7, (0(2),ym) N M =
O (ym) "M = 0, and y; # y; if ¥; # Y; in the originating
rule. Assume 7’ is the rule we took in the construction of ¢ for
a(6(2)) € Tl

By the construction of 6 we have for every m where v,,, # 0, a z-m;
such that 6(z - m;) = y,,. Note that m; may be equal to —1.

We have that 5~ (2)NN = 0, and, v, (z, z22m;)NN =4, (z-m;)NN =
(). Moreover, we have that z - m; # z - k; if yn, # yx. For the latter,
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assume z-m; = z-k;, then, since 6 is a function, 8(z-m;) = 6(z-k;)
and thus y,, = yx, a contradiction.
Thus a(z) <« BT (2),7 (2,2 - mi), 8} (2 - m;) € PY, with a body
true in N’ by induction, and a(z) € N'.
The binary cases are similar.

Since N’ C N, there must be a(z) € N\N’ or f(z,v) € N\N’, such

that, by the previous, we have a contradiction.

e {is a labeling function such that

— p € t(e), and t(e) does not contain (possibly inverted) predicates. Im-
mediate from the definition of ¢.

- z-1€V,i>0, iff there is some f(z,z-1) € N where f is possibly
inverted. If z-1 € V, 0 is defined on z - ¢, and there is some y € U such
that 0(z - i) = y for some f(6(z),0(z -i) € M. By definition of N, we
then have that f(z,z-i) € N.

— fory eV, q <€ upreds(P), f € bpreds(P),

q(y) € N iff ¢ € t(y). By the definition of N.
flr,y) e N iff y=z-iNfetly) orz=y-iA ftet(z), where f
is possibly an inverted predicate. By the definition of N.

O

3.4.2 Decidability of Conceptual Logic Programs

For a given conceptual logic program with a unary predicate to test for satis-
fiability, we construct a 2ATA such that we can reduce satisfiability checking
under IWA to checking non-emptiness of the automaton.

We define the notion of well-behaved trees. Well-behaved trees are trees
with certain basic properties that make the definition of the main 2ATA for
a CoLP less cumbersome:

e The root cannot contain binary predicates since a binary predicate in a
label indicates that there is a connection in the open answer set with the
predecessor (and the root has no predecessor).

e We allow for nodes that are labeled with {dummy} and make sure that all
successors of such nodes are labeled likewise. The dummy nodes allow us
to construct infinite trees from finite open answer sets.

Definition 3.37. An infinite k-ary tree t : T — 2P™4(P) U {{dummy}} for a
program P with rank k is well-behaved if

e The root label does not contain binary predicates (possibly inverted) from
P,

o If the label of a node is {dummy}, the labels of all its successors are
{dummy}.

One can easily construct a 2ATA that accepts exactly the set of well-behaved
trees of a program P; call this the well-behaved automaton of P.
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Let P be a CoLLP with rank k and p a unary predicate in P. We define the
2ATA A, p as the intersection of the well-behaved automaton of P and the
2ATA (27 Qa 57 q0, Q)

The Alphabet X

The alphabet of the automaton is 2P7¢%(") U {{dummy}}, i.e., the label of a
node of the input tree is either a set of unary and binary (possibly inverted)
predicates or the dummy label {dummy}.

The Transition Function §

Instead of first defining the states, we immediately define the transition func-
tion and assume the states we introduce in this definition are also defined in

Q.

e The transition for the initial state qq is

6(qo,n) =penA(0,q1) . (3.5)

for any n € 2P7°%(P) U {{dummy}}. In the initial state, we check whether
p is in the label n, i.e., we ensure that the infinite tree corresponds to an
open interpretation that makes p satisfiable. We next enter the state ¢,
which will check every node of our tree for conditions that make sure that
the tree corresponds to an open answer set.

e The transition for the recurring state ¢; is

8(qi,m) = (NOa) A NOa)A A 0,6)A N (o))
aen agn ¢ constraint 1<i<k

V (n = {dummy}) (3.6)

where a € preds(P). In state g1, the 2ATA needs to motivate the presence
of every predicate a in the label by means of the state g, i.e., there must
be some rule in the program that forces a to be there. On the other hand,
if there is some predicate a that is not in the label, g, motivates this as
well, i.e., there may be no rule that forces a to be in the label. It checks
in every node that the constraints ¢ are satisfied by entering the state q.,
and it does the same check for the entire tree by entering ¢; again for all
its successors, unless the label is the dummy label in which case it does
not perform any more checks.

e We define a function free : preds(P) — {true,false} such that free(q)
returns true if ¢ (or its inverse) is free. For unary predicates a € preds(P)
and binary (possibly inverted) predicates f € preds(P), we have the tran-
sitions:
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3(gasn) =a €nA | free(a)V \/ (0,g-) (3.7)
ra(X)—p

and

S(apyn) = fenn | freef)v \/  (0a)v \/ (0,43
rif(X,Y)—p r:fi(X,Y)<—B

(3.8)
The transitions g, and gy need to motivate the presence of a and f in the
label. They each start by checking that a and f respectively are indeed in
the label. If a (or f) is free, the presence of a (or f) is vacuously motivated.
Otherwise, there has to be some rule r with a (respectively f) in the head
such that the body of the rule can be made true; the latter happens by
entering the state g,. For binary predicates f, we have that f may also be
introduced by rules with f! in the head, hence the presence of qi
Consider a unary rule

r:a(X) — B(X), v (X, Vi), 00 (Yin), ¢

A multi-set T = {iy,
following holds:

Y: € body(r),iy; € {0,...,k}} satisfies ¢ if the

Viv,,jy; € 1Y #Yj € =iy, # jJy,; .

Intuitively, such a multi-set I indicates the allowed directions of the au-
tomaton making sure that none of the inequalities in ¢ are violated: if
Y; # Y; then the direction iy, cannot be equal to jy,. The transition for r
is then

d(gr,m) = (0,gp) A 3 satisfies 9 - /\ (mym,q;m) A (m’ym,q(;m) ,

my,, €1
(3.9)
with
. if =0
q'IYnl = {q’le 1 mnn
Gy,  else
and

;o 1 it my,, =0
my =
Ym

my,, else .

Intuitively, when reading a label with a at node X, one has to verify that
B holds at the current node X (hence the 0-direction). One also has to pick
a multi-set I corresponding to a set of directions that does not violate 1)
and check v, and dy,. If a direction my;, is such that 0 < my;_, i.e., down
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the tree, then one has to check 7, in the label of the successor my,, . E.g.,
it f(X,Yn) € vm(X,Y,,) and my,, = 2, the 2ATA moves to the second
successor X - 2 of X and checks whether f is in the label of X - 2 (recall
that a f in a label of z - 7 indicates a connection f(z,z -1)).

If my,, = 0, we assume the Y, is the predecessor of X and we check
that 7,,! holds at X itself and we go one node up (direction —1) to check
Om- E.g., assume f(X,Y,,) € v (X,Y,,) and b(Yy,) € Oy, with my,, = 0.
Then, we check that f!is in the label of X and b is in the label of the
predecessor Y, of X (recall that a f! in a label of z indicates a connection
Az =1,2)or f(z,2-—1)).

e The transition function for a binary rule
rf(X,Y) = B(X), (X, Y),6(Y)

comprises
6(gr,n) = (=1,q8) A (0,4y) A (0, g5) (3.10)
and
0(q,5,n) = (=1,45) A (0,4 ;) A (0, g5) - (3.11)

Intuitively, in the former transition, to motivate f at node Y, we need
to go up and check 8 at the predecessor X, and v and ¢ at the current
node. The latter transition follows from the equivalence of f(X,Y) «
BX),v(X, Y),8(Y) and fI(Y, X) — B(X),7(Y, X),5(Y).

e TFor aset v C preds(P) and a ¢, as introduced in one of the previous steps
(v contains possibly inverted predicates), we have the transition

6(gqy,n) = /\ (0,4a) A /\ agn (3.12)

acy not acy

where a is unary or (possibly inverted) binary. Intuitively, motivating pos-
itive predicates amounts to recursively motivating each positive predicate.
The negative predicates can be directly checked in the node label: this
corresponds to the GL-reduct strategy where naf-literals are removed ac-
cording to their trueness w.r.t. some open interpretation.

e This concludes the definition of the transition function for positive states,
i.e., states that motivate the presence of predicates in a label. Next, we
define the states g, that motivate the lack of a predicate in a label. Intu-
itively, there can be no applicable rule with a in the head. The transition
function for g, is then basically the De Morgan rules applied to the tran-
sitions for gq.

For unary predicates a € preds(P) and binary (possibly inverted) predi-
cates f € preds(P), we have the transitions:

(Ta,n) =a&nA | ~free(a) A /\ 0,7) (3.13)
ra(X)—p
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and

S@rn)=fgnn|~free)h N O@A N\ 0,77

IS
rif(X,Y)—B rifl(X,Y)—p

(3.14)
For a unary rule

T a(X) — ﬁ(X)vﬁ)/m(Xv Ym)aam(ym>a¢

we have the transition

3(Gr,n) = (0,qg) V VI satisfies © - \/ (my,,, @y’ ) V (m’ym,m)

mymEI
(3.15)
with
— T ifmy, =0
75, clse
and
o {—1 if my,, =0
YVTL -
my,, else .
The transition function for a binary rule
r (X, Y) = BX), (X, Y),6(Y)
comprises
6(gr;n) = (=1,35) V (0,35) V (0, 75) (3.16)
and
(g 5,n) = (-1,35) V(0,77 v (0,75) - (3.17)

For a set v C preds(P) and a g5 as introduced in one of the previous steps
(v contains possibly inverted predicates), we have the transition

s@n) =\ 0@V \/ aen (3.18)

acy not ac~y

where a is unary or (possibly inverted) binary.
For constraints ¢ : « a(X), we have

0(gesn) =ad&n. (3.19)

A constraint c is thus satisfied if a is not in the current label of the node.
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e For constraints ¢; : « f(X,Y) and ¢z : <—fi(X, Y'), we have

5(gersm) = 6(geyom) = f €A fign (3.20)

A constraint ¢; is thus satisfied if neither f nor fi is in the current label
of the node.

Note that we do not need qualifiers in the transition function definitions
(3.9) and (3.15); we can rewrite them as boolean formulas.

The States Q

Take the states @) as introduced above. Denote with QT the set of all states
o for unary and (possibly) inverted predicates a.

The Acceptance Condition {2

Take 2 = (Q", Q). Then, an infinite path 7 is accepting if In(7) N Q # 0 and
In(7) N QT = . Since the former is trivially satisfied for all paths, the latter
condition boils down to forbidding the infinite occurrence of positive states.
Intuitively, positive states ¢, were used to motivate the presence of predicates
in a label by checking that there was some rule with a body that again could
be motivated by positive states. Since, by the minimality of open answer sets,
this must eventually end we forbid the infinite occurrence of positive states.
E.g.,arule a(X) « a(X), would amount to a path with ¢, appearing infinitely
often, which we disallow in accordance with the open answer set semantics
where the above rule has an empty open answer set only.

Theorem 3.38. Let P be a CoLP and p € upreds(P). p is satisfiable under
IWA w.r.t. Piff L(Ap.p) # 0.

Proof. For the “only if” direction, assume p is satisfiable under IWA w.r.t. P,
then, by Theorem 3.36, p is tree satisfiable under IWA w.r.t. P. By Definition
3.33 (pp. 80), there exists an open answer set under IWA (U, M) such that
U is a tree with branching at most k, with k£ the rank of P, and there is a
labeling function ¢ : U — 2P74(P) such that

e p e t(e) and t(e) does not contain (possibly inverted) predicates, and
o z-ieU,i>0,iff there is some f(z,2-i) € M where f is possibly inverted,
and
o fory e U, g€ upreds(P), f € bpreds(P),
- q(y) € M iff g € t(y), and
— flr,y)eMiffy=x-iNfetly)orz=y-iA f!et(x), where f is
possibly an inverted predicate.
The tree U may be finite, however, a 2ATA demands for an infinite tree

input. We thus take the infinite complete k-ary tree U’ and define ¢’ : U’ —
2preds(P)  {{ dummy}} as follows:
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o forxelU,t (z)=tx),
o for x € U\U, t'(z) = {dummy}.

Intuitively, we fill up all the holes in the tree ¢t and subsequently make it
infinite; those new nodes are all labeled with the dummy label. Clearly, this
is a well-behaved tree.

We then check that ¢’ is accepted by A, p such that L(A, p) # 0. We
construct a run r on t' by starting with a root ¢ with r(e) = (¢,q0) and
subsequently defining the successors.

e We define one successor 1 for € such that r(1) = (¢,41). Since p € ¢(¢),
this is in accordance with transition (3.5).
e Next, inductively, for every node z in the run with r(z) = (y,q1), we
distinguish between two cases:
If t'(y) = {dummy}, we do not define any successors for z: all paths
passing through x thus end (and are accepting since they are finite).
— Otherwise, we introduce |preds(P)| + |{ constraints }| + k. Looking at
transition (3.6), we introduce |preds(P)| successors to accommodate
for all a € t(y) and all a & t(y), |{ constraints }| successors for all the
constraints and finally %k successors to recursively enter state ¢ .
In correspondence with the above introduction of successors zi, we
define r(zi) = (y,qq) for a € t(y), r(xi) = (y, @) for a & t(y), r(zi) =
(y,¢c) for a constraint ¢, r(zi;) = (yj,q1) for k successors yj of y.
- For r(xi) = (y,44), we have that a € t(y), and thus a(y) € M and

n
a(y) € T' for some finite n. We then have that a is free or there is

n—1
a rule a(y) « body™* € PH with body™ C 7i" originating from a
unary rule:

i a(X) — B(X), Ym (X, Yim), 0m(Yim), ¥ .

In the former case, we are done (and the path through zi is finite
and thus accepting). In the latter case, we define a successor xil of
x4 and define r(xil) = (y, ¢,). This is in accordance with transition
(3.7).

We have body™ C 7i" 1, assume the Y; are grounded with y;. Every
y; is a successor or the predecessor of y. If y;, = y-j, 1 < j <k,
take iy, = j, if y; = y - —1, take iy, = 0. Take I the multi-set of
such constructed iy;, then I satisfies . Introduce 2 x |I| successors
xilj of x4l for which r can be defined in accordance with transition
(3.9) with I as defined.

We can then define successors in accordance with transition (3.12)
and fall again in a case where nodes are labeled with states ¢, but

this time the corresponding a-atom will be in a lower Tin_l. The
negative predicates are checked immediately to be true and do not
introduce any successors. Thus, the subtree of the run with label
(y,qa) is a finite one such that all paths through zi are accepting.
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For r(zi) = (y,qg), we can use a similar reasoning but this time the
generated subtree need not to be finite. However, no positive states
gy appear in labels of the subtree such that every path trough zi is
accepting.

For r(zi) = (y,7:) and a constraint ¢, the transition can be imme-
diately verified to be true (without the introduction of new succes-
sors), the paths through such xi are thus finite and accepting.

For r(zi;) = (yj,q1) for k successors yj of y, we can repeat the
above construction and case analysis. Since ¢; may occur infinitely,
we have that all paths in the constructed run are accepting, making
the run itself accepting.

For the “if’ direction, assume t : T — 2P7°%(P) U {{dummy}} is an infinite
labeled k-ary tree that is accepted by A, p. Denote the corresponding run
with 7. Define (U, M) with U = {z|x € T, t(z) # {dummy}} and

M = {q(z) | ¢ € t(xz) N upreds(P)}

U{f(z,z i), f{z-i,2) | f € t(x-i)N bpreds(P)} .

We have that (U, M) is an open interpretation under IWA w.r.t. P. Since
r(e) = (¢,q0) and by the definition of a run and transition (3.5) which says
that 6(qo,t(¢)) =p € t(e) A (0, ¢1), we have that p € t(e). By the definition of
M, we then have that p(¢) € M. It remains to show that (U, M) is an open
answer set under IWA of P.

e M is a model under IWA of P}. We check satisfiability of the different
types of rules in a CoLP.
~ A rule in P} that originates from a free rule in P is always satisfied.

Take a unary rule 7 : a(z) — 87 (), v\ (2, ym), 8, (ym) € P origi-
nating from s : a(X) «— B(X), ym (X, Vi), 0m(Yn), Y; # Y, € P with
B (x) N M =~ (x,ym) "M = 6, (ym) "N M = 0 and y; # y, for
Yi £ ;.

Assume body(r) € M and assume, by contradiction, a(x) ¢ M. Then
a & t(x). Since x € U, we have that t(z) # {dummy}, and thus there
always is a node in the run with label (z,q1). Since a & t(x), there is
a node in the run with label (z,q,). By transition (3.13), we have that
(x,5) is in the label of some node in the run. According to transition
(3.15) there are two possibilities:

(x,q5) is in the label of some node in the run. Then, either there
is some b € 3 such that (z,q) in the run and thus b ¢ ¢(x) and
b(xz) ¢ M, or there is a not b € [ such that b € t(z) and thus
b(x) € M. Both lead to a contradiction with body(r) € M and
B (x) N M = 0.

For all I that satisfy the inequalities v in s, we have one of the
following:
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1. There is a my,, € I such that (z-my,, ,g,.’) is in the label of
the run.
2. There is a my,, € I such that (z-mj. ,Gs, ) is in the label of
the run.
Assume an Y; in s is grounded with y; from r, and take iy, = 0 if
y; is a predecessor of x or iy, = j if y; is a successor - j of x.14 An
I consisting of those iy, satisfies 1 such that one of the above must
hold. One can see that both cases lead to a contradiction (similar
to the above).

— Binary rules and constraints can be treated similarly.

e M is a minimal model under IWA of P} . Assume this is not true, then
there is a model N C M of PM, and there is some a(x) € M\ N or
f(z,y) € M\N.

— Assume a(z) € M\ N. Then, a € t(x) such that (z,q,) is the label of
some node in the accepting run. Since positive states ¢, may not appear
infinitely, we have that the subtree at the node with label (z, ¢, ) is finite
(the negative states cannot appear in this subtree by definition of d).
One can then show, by induction on the depth of this tree, that for
a node with label (z,¢) in this subtree b(z) € N for a unary b and
b(z - —1,z) € N for a binary b. Consequently, a(z) € N, which is a
contradiction.

— Assume f(x,y) € M\ N. This case can be done similarly.

O

The non-emptiness problem for 2ATAs can be decided in exponential time
in the number of states (Theorem 2.17, pp. 44), such that, with Theorem
3.38, we have an exponential upper bound (in the size of the program) for
satisfiability checking under IWA w.r.t. CoLPs as well.

Theorem 3.39. Satisfiability checking under IWA w.r.t. CoLPs is decidable
and in EXPTIME.

Proof. With Theorem 3.38, we have that p is satisfiable w.r.t. a CoLP P iff
L(A, p) # 0. The latter can be decided in time exponential in the size of the
number of states of A, p. One can see that the number of states of A4, p is
polynomial in the size of P such that the result follows. a

In Chapter 6, we will establish an EXPTIME lower bound for satisfiability
checking under IWA w.r.t. CoLPs, by reducing satisfiability checking in the
DL SHZQ to satisfiability checking under IWA w.r.t. CoLPs. Satisfiability
checking w.r.t. CoLPs is thus EXPTIME-complete, which makes it more efficient
than normal (closed world) answer set programming for arbitrary programs,
which is NEXPTIME-complete if the head contains at most one positive literal,
see [DEGVO01].

1y, is always either a successor or the predecessor of .
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Theorem 3.40. Consistency checking under IWA w.r.t. CoLPs is decidable
and in EXPTIME.

Proof. We can reduce consistency checking under IWA to satisfiability check-
ing under IWA by Theorem 3.22 (pp. 73). Since P U {p(X) V not p(X) <} is
a CoLP for a CoLLP P, the result then follows from Theorem 3.39. a

Theorem 3.41. Satisfiability checking and consistency checking w.r.t. CoLPs
without inverted predicates is decidable and in EXPTIME.

Proof. By Theorems 3.26 and 3.28, satisfiability checking and consistency
checking coincides with their versions under IWA. Theorems 3.39 and 3.40
yield the desired result. a

A final note regarding the formal properties of CoLPs is that the syntax of
CoLPs can be loosened up without loss of generality. Consider, for example,
the following rule, expressing that a top film is a film that did well at the box
office and received a good review of an expert magazine.

topFilm(Film) «— film(Film), boxOffice(Film, Number), high( Number),
goodReview (Film, Reviewer),

writes( Reviewer, Magazine), expert(Magazine)

In Figure 3.4, one sees that this rule has a tree structure if one maps variables
to nodes in the tree. It is easy to rewrite such a tree rule to a pair of equivalent

Film

bozOf fice good Review

Reviewer

writes

Magazine

Fig. 3.4. Tree Rule

valid unary CoLP rules
topFilm(Film) «— film(Film), boxOffice(Film, Number), high( Number),
goodReview (Film, Reviewer), tmp( Reviewer)
and
tmp(Reviewer) «— writes(Reviewer, Magazine), expert( Magazine) .

Intuitively, we recursively replace that part of the rule that goes deeper than
one tree level, yielding CoLLP rules in the end. Vice versa, such tree rules can be
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seen as CoLP rules where the body is unfolded. In the following, we usually
assume CoLP rules may have a tree structure if they can be equivalently
rewritten as a set of CoLLP rules in the sense of Definition 3.34. Consequently,
we also allow for constraints <— 0 where (3 is a body as in a unary or binary
CoLP rule. Such general constraints can be easily rewritten as the CoLP rules:

in the unary case, or as

in the binary case.

3.5 Application: Conceptual Modeling

Conceptual logic programming can be used as a language for conceptual mod-
eling, hence its naming. We illustrate the translation of a particular object-role
modeling (ORM) [Hal01] model to a CoLP.!® The translated CoLPs can be
used to detect and signal inconsistencies in the conceptual model, thus sup-
porting a continuous quality assessment during the conceptual design phase.
Advantages of using CoLP for conceptual modeling include modularity: rules
can be added independently, e.g., to express complex constraints, while the
consistency of the updated schema can be verified automatically.

Object-role modeling (ORM) is a mature conceptual modeling approach,
comparable to Entity Relationship Modeling (EER) in its use. Its advantages
include a rigorous methodology for building conceptual models, an easy to
understand graphical notation, and a translation from conceptual ORM mod-
els to relational database models. Conceptual ORM models consist of object
types and the roles they play, with in addition several constraints, such as
mandatory or uniqueness constraints, enabling engineers to express a wide
variety of knowledge. Instead of explaining ORM in its full detail, we high-
light some basic features!® of the graphical notation with the example in
Figure 3.5. The boxes indicate the roles object types play. For instance, pub-
lications might have some co-author, and accordingly an author might be the
co-author of a publication, as stated by “has co-author/is co-author of” be-
low the corresponding role boxes. Uniqueness constraints are added as arrows

15 Note that we do not claim a complete translation of ORM constructs to CoLP;
we only use ORM, a standard modeling approach, to provide anecdotal evidence
of the usefulness of CoLPs for conceptual modeling.

16 Note that we do not consider so-called lexical object types and associated refer-
ence schemes; furthermore, we restrict ourselves to binary roles as roles of larger
arity cannot be captured withing the CoLP framework.
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is submitted for/has submission

"PubConf"

"PubCoAuthor"
-

has co—author/is co—auth
~4—""PubAuthor" /

has main author/is main author of

I has/belongs to has/belongs to I

"PubTitle" "AuthorName"

is reviewed by/reviews

° "PaperRev"

is accepted by/accepts

,,,,, "PaperAccRev" @

Fig. 3.5. ORM Example

Paper is a Pub that is submitted for some Conf.

over role boxes, e.g., there is at most one main author for each publication,
but there may be more than one co-author. Mandatory constraints are indi-
cated by big black dots, such that every publication must have a main author,
while it does not need to have a co-author. Additionally, a Paper is a subtype
of Pub(lication), defined by “a Paper is a Pub that is submitted for some
Conf(erence)’. An exclusion constraint, a circle with a cross, indicates that
no main author of a publication is also a co-author of that publication and
vice versa. We have named not only roles but also the relationships they cor-
respond to, “PubConf” is the relationship between Pub and Conf with the
associated roles is submitted for and has submission. The example also shows
a subset constraint, with a dashed arrow, saying that every paper accepted by
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a reviewer must also have been reviewed by that same reviewer. Finally, we
also have an occurrence frequency > 2 over the role is reviewed by indicating,
in combination with the mandatory constraint, that every paper is reviewed
by at least two reviewers.

To improve succinctness of the CoLP translation, we introduce abbrevia-
tions for certain CoLP rules that can be used to represent commonly occurring
constructions.

Rule type Abbreviation
a(X) Vnot a(X) «— ftype a
a(X,Y)Vnot a(X,Y) « frel a

frel r

ri(X) —r(X,Y)

ro(X) — ri(X,Y) rel 7(a; 71,02 r2)

— 11 (X),not a1 (X)
— ro(X),not az(X)
— a(X),not by (X) mandatory a(X) :
b1(X),. .., bn(X)

— a(X),not b, (X)
—a(X,Y),not 01(X,Y) mandatory a(X,Y):
bl(Xa Y)a s abn(Xv Y)

—a(X,Y),not b,(X,Y)
— a(X),not b1(X),...,not b,(X) |mandatory a(X) :
b1(X) or ...or by(X)

—a(X,)Y), mandatory a(X,Y):

not b1(X,Y),...,not b,(X,Y)|b1(X,Y) or ...or b,(X,Y)
—a(X,Y),b(X,Y) impossible o(X, V) and b(X, Y)
—a(X),b(X) impossible a(X) and b(X)
— (X)), f(X,Y2), Y1 Y3 functional f

b(X) — f(X,Y), ...
f(X,Y,), Y1 #Ya, ...

with «— f(X,Y), not b(X) at-least f(X,n)

with «— f(X,Y),b(X) at-most f(X,(n— 1))

e ftype a defines a to be an object type, i.e., a unary predicate that may
be populated (subject to further rules in the program).
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e frel defines a relationship type; rel r(a; 71, a2 r2) indicates that r is
a relationship type with two associated roles r; and ry with respective
domains aq and as.

e mandatory a(X):b;(X),...,b,(X) can for example be used for an ob-
ject type a and roles b; to indicate that every object of type a must play
the roles b;.

e mandatory a(X): b;(X) or ... or b,(X) is similar but now only one of
the roles b; must be played.
impossible provides a notational variant for constraints.
functional f asserts that a binary predicate f is functional, i.e., if an z
plays the first role in f, then z does not appear elsewhere playing the first
role.

e The “at-least f(X,n)” and “at-most f(X,n)” constructions correspond
to ORM occurrence frequencies “> n” and “< n” on the first role of f,
and as such they mean that if there is an f(z,y) then there are at least
(resp. at most) n f(x,y;) with different y; , i.e. if 2 plays the first role in
f, it plays it at least (resp. at most) n times.

Using those abbreviations, the translation of the ORM model of Figure 3.5
to CoLP is straightforward. The result is shown in Table 3.2, where we
renamed some of the role names, e.g., has is hasTitle or hasName depending
on the accompanying object type (Title or Name respectively).

Taking a look at the rules of the CoLP in Table 3.2, one sees that in (1) we
define the different object types in the ORM model. Secondly, we define the
relationship types with their corresponding roles and associated object types.
For example

rel PubAuthor(Pub hasMain, Author isMain)

indicates that PubAuthor is a relationship with roles hasMain and isMain
that are played respectively by Pub and Author. Specifying that object types
(that are not related through subtyping) are mutually exclusive is done by
constraints like in (3).

We then add the mandatory constraints in (4), and the implicit mandatory
constraints as in (5), i.e., if an object type is attached to only one role it must
play that role, and if an object type is attached to several roles but without
an explicit dot indicating mandatoriness, objects of that type must play one
of the attached roles (a disjunctive mandatory constraint). Next, we consider
the uniqueness constraints, by declaring the appropriate relationships to be
functional in (6), saying, for example, that an author has at most one name,
and that no two authors have the same name. Together with the mandatory
constraints this allows to identify authors with their name.

The exclusion constraint, the subset constraint, and subtyping can be ex-
pressed as in (7), (8), and (9), with the subtyping rules in (9) expressing that
every paper is exactly a publication that is submitted for a conference. Finally,
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Table 3.2. Translated CoLP from ORM Example

ftype Author ftype Conf ftype Paper ftype Pubftype Name ftype Title (1)
rel PubConf(Pub isSubFor, Conf hasSub) (2)
rel PubCoAuthor(Pub hasCo, Author isCo)

rel PubAuthor(Pub hasMain, Author isMain)

rel PubTitle(Pub hasTitle, Title TitleBelTo)

rel PaperRev(Paper isRevBy, Reviewer Reviews)

rel PaperAccRev(Paper isAccBy, Reviewer Accepts)

rel AuthorName(Author hasName, Name NameBelTo)

impossible Author(X) and Conf(X), ... (3)
mandatory Pub(X) : hasMain(X), hasTitle(X) (4)
mandatory Author(X) : hasName(X)

mandatory Paper(X) : isRevBy(X)

mandatory Title(X) : TitleBelTo(X) (5)
mandatory Name(X) : NameBelTo(X)

mandatory Reviewer(X) : Reviews(X) or Accepts(X)

mandatory Conf(X) : hasSub(X)

functional PubAuthor, functional PubTitle, functional PubConf, (6)
functional AuthorName, functional AuthorName!

impossible PubAuthor(X,Y) and PubCoAuthor(X,Y) (7)
mandatory PaperAccRev(X,Y): PaperRev(X,Y) (8)
mandatory Paper(X) : isSubFor(X) 9)
mandatory isSubFor(X) : Paper(X)

at-least PaperRev(X, 2) (10)

the occurrence frequency, saying that a paper has at least two reviewers, can
be written as in (10).

Creating an ORM model, one of the main questions that continually arises
is “Can the model be populated?”, or more specifically, whether it is possible
to maintain information about authors that wrote a publication, or to keep
track of publications submitted to a conference. For small conceptual mod-
els these may seem like trivial checks, however, when models become larger,
a formalization of the ORM model and associated reasoning procedures be-
comes a necessity. For the example ORM model, Table 3.2 provides such a
formalization.

Having a translation of an ORM model, one can use CoLP satisfiability
checking to verify that the various object types can be populated, that other
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derived properties do (not) hold etc. As an example consider Figure 3.6. The

rolel/

role2/

Fig. 3.6. No eXclusion with a Subset constraint

so-called Theorem NXS [Hal01] (No eXclusion with a Subset constraint) does
not allow such constructions in a valid ORM model. The reason is that role2
cannot be populated without the two constraints contradicting each other,
i.e., on the one hand every object participating in role2 must participate in
rolel by the subset constraint, but the exclusion constraint forbids exactly
this.

If the modeler is not aware of Theorem NXS, or if the error is not as easy
to spot, the CoLP translation can be used to detect the inconsistency. Indeed,
the translated CoLLP contains, among others, the two constraints

mandatory role2(X) : rolel (X ) and impossible role! (X) and role2(X)

and there exists no open answer set that contains a role2(a), for an object a,
or in other words, role2 is not satisfiable w.r.t. the translated CoLP.

Note that consistency checking in CoLP, i.e., checking whether there exists
an open answer set for the program, is less interesting in the context of con-
ceptual modeling, where the main issue is whether roles can be populated or
not. The latter corresponds to satisfiability checking of unary (role-)predicates
in the CoLLP framework.

Besides checking whether particular roles (or object types) can be pop-
ulated, one can also query the conceptual model for the effect of possi-
ble future extensions. Assume the intention to add an object type “Re-
vAuthor” corresponding to authors that are also reviewers. Before adding
such object types, with all necessary constraints, one can simply add a rule
RevAuthor(X) < Reviewer(X), Author(X) to the CoLP and check satisfiabil-
ity of RevAuthor in order to see whether defining a reviewing author makes
sense, i.e., whether, according to the current model, it is possible for some-
one to be both a reviewer and an author. CoLPs also allow for a modular
extension of the conceptual model with additional constraints. For example,
one may decide to include the business rule that every title of a publication
should be unique. This is easily accomplished by making the inverted PubTitle

functional by adding functional PubTitle' to the CoLP.
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3.6 Related Work

3.6.1 Domain Assumptions

The main difference between open answer set programming and normal answer
set programming is the lack of a domain closure axiom in the former, i.e.,
our universe is an arbitrary non-empty countable superset of the Herbrand
Universe (the set of constants in the program). Independently from the answer
set semantics, definitions of universes different from Herbrand Universes have
been investigated in literature. In [VS93], several axioms have been defined
that constrain the allowed universes for a program. We repeat these axioms
and explain how our concept of universe relates to them. The described axioms
are defined for programs with function symbols. Terms in a program are then
either constants, variables, or (recursively) of the form f(¢y,...,t,) for terms
t;;, 1 <i < n, for an n-ary function symbol f. The other definitions (atoms,
literals, ...) remain defined as before, with the modified definition of term.

In our overview of the axioms constraining the allowed universes of a pro-
gram, we fix an example program with one constant ¢ and a unary function
g. We then define a first-order formula as in [VS93]

¢u(r) = (2 =a)VIy-(z=g(y) Nh(y)) - (3:21)
The domain closure axiom (dca) is the second-order formula:
deca =VR-¢ulh/R] C R = Yy- R(y) . (3.22)

This axiom enforces universes of the program to be a minimal closure of con-
stants and function symbols in the program: if one has a set R that is closed
under constants and function symbol applications (¢g[h/R] C R) then every
y in the universe must be an element of that R. The universe is the minimal
set that is closed under ¢y, i.e., the ground terms that can be formed using
the language of the program. Note that, if function symbols are present in the
program, this always leads to an infinite universe. In the absence of function
symbols, the domain closure axiom amounts to a universe that contains ex-
actly the constants in the program. This differs from our definition of universe
as we allow for anonymous elements, i.e., elements that are not constants.
One can augment a program with a rule [VRS91, VS93]

Py (94 (a3)) — Py (94 (ax)) (3.23)

where px, g, and ax are new symbols not appearing in the original program.
If ¢p is defined w.r.t. to the language of the augmented program, the domain
closure axiom is denoted as dca#. Note that the added rule does not change
the semantics, it only adds a predicate, function symbol, and constant to the
language of the program in order to guarantee the presence of an infinite
number of objects that are not named in the original program, and can thus
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be considered anonymous. The difference with our definition of universe is
that such an augmented rule always yields infinite universes, while in our
case universes can be both finite and infinite. Similarly as the dca# is the
assumption in [Kun87] that a countable infinite set of function symbols of
each arity is present.

A first-order approzimation of the domain closure axiom [VS93] is

deag, =V - g [h/true](z) . (3.24)

Each element in the universe is thus either a constant or in the range of a
function symbol. For the ¢ in Equation (3.21), we have that dcay, reduces
to

(z=a)VIy-(z=yg@).

dcay, thus allows for elements g(z) where z is a new anonymous element.
One can again define a variant dcas,# by adding rule (3.23). In the absence
of function symbols, dcay, enforces universes to be the set of constants in the
program. The augmented variant again adds an infinite number of anonymous
objects.
Finally, [VS93] introduces a domain foundation axziom (dfa)

dfa =VR - ¢|w/R] C R=Vy- R(y) (3.25)

with
buw(r) =Yy - (v = g(y) = w(y)) (3.26)

for the considered program. Intuitively, the universe may contain anything
but the terms containing function symbols are finite. In the absence of func-
tion symbols, the universes that dfa enforces are exactly as our universes (in
the assumption that constants are interpreted according to a unique name
assumption, or, equivalently, as themselves).

3.6.2 k-Belief Sets

Specifically for the answer set semantics, [GP93] extends the language Lo of
a program P with an infinite sequence of new constants cy,...,cg,... such
that Ly is the expansion of Ly with ¢1,...,ck. A pair (k, B) for a nonnegative
integer k and a set of ground literals B in L is then a k-belief set of a program
P (without function symbols) iff B is an answer set of Py, where Py is the
grounding of P in the language L. Our definition of open answer sets is more
general in the sense that also infinite universes are allowed, while a k-belief
set is always finite. Nonetheless, the other direction is valid: every k-belief set
can be written as an open answer set.

Theorem 3.42. Let P be a program. Then, (k,B) is a k-belief set of P iff
(cts(PYU{ec1, ... ¢k}, B) is an open answer set of P.
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Proof. (k,B) is a k-belief set of P iff B is an answer set of Peys(p)ufer,....cr}
iff (cts(P)U{c1,...,ck}, B) is an open answer set of P. O

Defining k-belief sets easily leads to undecidability as was argued for k-
belief sets in [Sch93]. Interestingly, [Sch93] shows that reasoning becomes de-
cidable again under the well-founded semantics . Since for stratified programs
this semantics coincides with the answer set semantics, one has decidability of
reasoning for k-belief sets of stratified programs. However, trying to extend the
language of stratified programs with an extra stratum below all others, con-
taining disjunctions of positive literals, leads to undecidability again [Sch93].
This construction, disjunctions with a stratified program on top, resembles
the structure of CoLPs where we allow for special types of disjunctions (free
rules) together with a set of rules that have a tree structure. However, in
contrast with [Sch93], this gives decidable reasoning, and thus emphasizes the
importance of the tree model property.

In [Sch95], an arbitrary infinite universe is assumed. Such answer set pro-
gramming with an infinite universe can then define relations that are -
definable, i.e., relations that are definable by a formula YP¢ where ¢ is a
first-order formula and P is a list of predicate variables, see, e.g., [EG97]. Ev-
ery answer set w.r.t. such an infinite universe corresponds to an open answer
set since we allow for both finite and infinite universes. The open answer set
semantics thus generalizes both the approach in [GP93], where one extends the
domain with a finite number of new constants, and the approach in [Sch95],
where the domain is extended with an infinite number of new constants.

One may wonder whether one actually needs the capability of representing
infinite domains; is a finite extension of the domain not enough? However, as
illustrated in Example 3.7 (pp. 63), there are programs that have only infinite
answer sets. Again the question remains: do we really need such infinity?
Avoiding to answer this question, we “need” infinity in the sense that when
one allows for certain constructs in a program, e.g., #, one can construct
programs that have only infinite answer sets and, if one were to prohibit
infinite extensions of the domain, one would get wrong answers regarding the
satisfiability of predicates: under an open but finite answer set semantics the
predicate restore in Example 3.7 is not satisfiable while it is satisfiable under
the open and possibly infinite answer set semantics.

Similarly, the question rises whether one needs the finite extensions of the
domain, is an infinite extension not enough? We claim one needs the possibility
of finite and infinite answer sets. Take, for example, the program

— not ¢(X)
g(a) —

If one would assume an infinite universe (and an infinite universe only),
this program has no answer sets: there are an infinite number of constraints
— not ¢(z) and no ¢(x) can be deduced. On the other hand if we allow for
arbitrary supersets of the constants in the program, we have that this program
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has indeed an open answer set ({a}, {¢(a)}). The latter is the desired behav-
or'” as there are indeed cases (read open answer sets) where the expressed
knowledge makes sense, i.e., in the absence of any anonymous elements.

3.6.3 Finitary Programs

Another approach to infinite reasoning is presented in [Bon04], where function
symbols are included in the language. Finitary programs are identified as
a class for which ground query answering is decidable, and lead to elegant
formulations of, e.g., plans with unbounded planning length.

In [Bon04], program rules have the form a « g for an atom a and ( a set
of extended literals (not containing equality, inequality, or —) where function
symbols are allowed. Call such programs normal logic programs. Terms are
constants, variables, or of the form f(t1,...,t,) for n-ary function symbols f
where t1,...,t, in turn are finite terms. The Herbrand Universe, denoted Hp,
for a normal logic program is the set of ground terms that can be formed using
the language of P; Bp is the set of ground atoms that can be formed using
the language of P (where the definition of terms takes into account function
symbols). The grounding gr(P) of P is then w.r.t. the Herbrand Universe,
i.e., gr(P) = Px,p.

An atom dependency graph of such a program is a directed graph having
the atoms from Bp as nodes. There is a positive edge from a ground atom
a to a ground atom b if there is a rule in gr(P) with head a and b in the
positive body. There is a negative edge from a ground atom a to a ground
atom b if there is a rule in gr(P) with head a and b in the negative body, i.e.,
not b in the body. A ground atom a depends on a ground atom b if there is a
path of (positive or negative) edges from a to b in the dependency graph. An
odd-cycle in such a graph is a cycle with an odd number of negative edges.
A ground atom is then odd-cyclic if it appears on an odd-cycle. A program
is finitely recursive if each ground atom depends (negatively or positively)
only on a finite number of ground atoms. A program is finitary if it is finitely
recursive and there are only a finite number of odd-cycles in its dependency
graph.

CoLPs and finitary programs are basically incomparable. Finitary pro-
grams that contain function symbols are not CoLPs since the language of the
latter does not allow for function symbols, and vice versa, there are CoLPs
that are not finitary.

Ezample 3.43. Take (part of) a CoLP P
a(X) — f(X,Y),not b(Y)
b(X) «— a(X)

17 Of course, this mostly depends on the situation at hand and is hard to defend
formally, but in the context of conceptual reasoning we argue that this is indeed
the desired behavior.
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If we ground this program with an infinite universe'®

number of ground rules

, one gets an infinite

a(z) « f(z,z),not b(x)

b(z) — a(z)

and thus an infinite number of odd-cycles a(z) — b(z) — a(x), where the
first edge is a negative edge and the second edge is a positive one: the CoLLP
is not a finitary program.

A comparison between CoL.Ps and finitary programs is, as the previous ex-
ample illustrates, quite artificial.

Concerning decidability, query answering w.r.t. a finitary program is decid-
able: queries can be answered by reasoning with a finite portion of gr(P). We
did not consider decidability of query answering for CoLPs since CoLPs do not
contain constants such that it does not make sense to perform ground queries.
However, unground query answering (i.e., satisfiability checking) w.r.t. fini-
tary programs is only semi-decidable (and thus undecidable), where semi-
decidable in this case means that one can countably enumerate all ground
queries and then check whether this ground query holds. As was shown in
Theorem 3.39, satisfiability checking w.r.t. CoLPs is decidable. For concep-
tual reasoning, where satisfiability checking of predicates is a key reasoning
procedure, CoLLPs seem to be advantageous over finitary programs, at least
from a decidability viewpoint.

An additional difficulty for finitary programs is that checking whether a
program is finitary is undecidable [Bon04], while checking whether a program
is a CoLP is decidable; a CoLP is just a syntactically restricted finite set of
rules, while the conditions for a finitary program impose restrictions on the
infinite ground program.

3.6.4 Open Predicates
Open Logic Programming

Open Logic Programming as described in [VB97] is a framework that inte-
grates classical first-order logic with logic programming. To this end, it allows
for classical first-order reasoning for a designated set of predicates in the
program, while retaining closed world reasoning for the other predicates. In-
tuitively, the semantics of a logic program with such a designated set of predi-
cates, the open predicates, is given by taking a first-order interpretation for the
open predicates, and, with the interpretation of those open predicates fixed,
calculating the model of the logic program according to some pre-supposed

8 One can also ground with a finite universe in the open answer set semantics, but
in order to make a comparison between CoLPs and finitary programs, we ground
with an infinite universe, as the Herbrand Universe is always infinite for finitary
programs with function symbols.
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logic programming semantics. Additionally, open logic programming allows
for the specification of a set of first-order sentences that should be true in the
obtained model.

Definition 3.44 (cf. Definition 2.3.1 in [VB97]). Syntactically, an open
logic program (OLP) T = (P,0,C) consists of

o P: A set of normal clauses (a normal logic program*®).
o O: A set of open (abducible, undefined) predicates.
C': A set of general first-order sentences.

Open predicates have no definition, i.e., they cannot occur in the head of any
clauses.

To make a comparison with our approach possible, we assume function sym-
bols are not allowed. For hierarchical programs, i.e., programs where no pred-
icate depends on itself in a predicate dependency graph?’, [VB97] gives the
semantics by means of an extension of Clark’s completion semantics [Cla87].
Instead of defining this formally, we take an example from [VB97] and explain
the difference with Clark’s traditional completion.

Ezample 3.45 ([VB97]). Take the open logic program (P,O,C), with P the
program

q(a,Y) — p(Y)

r(X,Y) « not ¢(X,Y)

and O = {p}, i.e., p is an open predicate, and C' = {-r(a, b)}. The semantics
is given by the first-order theory

VX,V q(X,)Y) < pY)ANX =a
VXY - r(X)Y) < —¢(X,Y)
—r(a,b)

a#b

Intuitively, we provide rules that say exactly when something belongs to the
extension of ¢ and r, we insert the theory C' such that models of the first
two rules must also satisfy C, and, finally, we add a # b to ensure that a is
interpreted differently from b (first-order logic does not have the unique name
assumption). The important part is that in Clark’s completion semantics, we
would also have a rule for p, i.e., in this case, VX - p(X) <= false, since
there are no rules with p in the head. In an open setting, however, we do not
include rules for the open predicates, such that we effectively get a first-order
interpretation for them.

19 One could allow for inequality or inequality, but for simplicity we do not.

20 A predicate dependency graph is defined similarly as the atom dependency graph
in Section 3.6.3, but with predicates instead of ground atoms, i.e., there is an
edge from predicate p to q iff there is a rule with p in the head and ¢ in the body.
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Note that one can embed first-order logic in open logic programming. For
an arbitrary first-order logic theory T, take the open logic program (@, O, T),
with O all the predicates in T, i.e., all predicates are open. As such, open logic
programming is undecidable in the general case. Instead of the completion
semantics, [VB97] also defines a version of the well-founded semantics [VRS91]
for open logic programs with an associated sound (but incomplete in general)
proof procedure SLDNFA (see also [DDS98]).

Adapting an answer set semantics for open logic programming, accord-
ing to the intuition of open predicates in [VB97], can be done by using a
translation to our open answer set semantics.

Definition 3.46. Let R = (P,0,C) be an OLP. A pair (U, M) is an OLP
answer set of R if

o (U, M) is an open answer set of P U {p(X)Vnot p(X) « | p €
O,p and X n-ary}, and
e (U,M) is a first-order model of C.

The open predicates give rise to free rules, indicating that one may choose
their extension. The second condition ensures that every open answer set
satisfies the sentences in C'. We can then reuse our decidability results for the
open answer set semantics.

Theorem 3.47. Let R = (P, 0, 0) be an OLP with P a CoLP without inverted
predicates. Then, satisfiability checking and consistency checking w.r.t. R?' is
decidable in EXPTIME.

Proof. This follows from Definition 3.46, the fact that PU{p(X) V not p(X) «
| p € O,p and X n-ary} is a CoLP without inverted predicates for a CoLP P
without inverted predicates (since P is part of an OLP), and Theorem 3.41

(pp- 95). O

Finitary Open Logic Programs

Another approach to logic programming with open predicates can be found
in [Bon03], which defines an open program as a tuple (P, F,O) where P is
a normal logic program, F' is a set of function symbols and constants not
appearing in P, and O is a set of predicate symbols, the open predicates. We
define a variant of open programs where, instead of a set F' for each open
program, we assume that there is a globally available infinite set of constants
Sk not appearing in P; an open program is then just a tuple (P, O) where P is
a normal logic program without function symbols. Intuitively, in the original
definition F'is used to allow for the construction of an infinite set of anonymous
elements, however, since we do not allow for function symbols and in order to

21 Qatisfiability checking and consistency checking for OLPs can be defined as one
would except — replace “open answer set” by “OLP answer set”.
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enable a comparison with the open answer set semantics, we assume such an
infinite set of anonymous elements is always given. A completion [Bon03] of
an open program (P, O) is a normal logic program P’ (possibly infinite), such
that

e P'DOP,
e the constants of P’ occur in P or in Sk,
e if r € P\ P, then the predicate in head(r) is in O.

We call M a B-answer set?? of (P, O) if M is an answer set of some completion
of (P, O).

Intuitively, the choice of a P’ corresponds to the choice for a universe (one
basically adds a subset of Sk to the language of P) and a definition for the
open predicates since the added rules have open predicates in their head.

Theorem 3.48. Let R = (P, O) be an open program. Then, M is a B-answer
set of R iff (U, M) is an open answer set of P U {p(X)V not p(X) < |p€
O,p and X n-ary} for some universe U = cts(P) U X with X C Sk.

Proof. Denote {p(X) V not p(X) «— |p € O,p and X n-ary} with Q.

For the “only if” direction, assume M is a B-answer set of R. Then there
exists a completion P’ such that M is an answer set of P’ = P U F with
F = P'\P. Define U = c¢ts(P’). Then U = cts(P)U X with X C Sk and U is
a universe for P U Q. We check that (U, M) is an open answer set of P U Q.

e M is a model of (P U Q)¥. We have that M is a model of P} since
U = cts(P’). The rules in Q¥ originate from free rules such that M is a
model of QII‘]/[ too.

e M is a minimal model of (P U Q). Assume not, then there is a model
N C M of (PUQ)M. We show that N is a model of P’[I\]/[, which is a
contradiction with the minimality of M. Indeed, N is a model of Py ; it
remains to show that N is a model of F}!. Take p(t) « 8T € F} with
N k= 3T. Then M |= 81 such that p(t) € M, and p(t) <€ Q¥. Since N
is a model of the latter, we have that p(t) € N.

For the “if” direction, assume (U, M) is an open answer set of P U ) where
U = cts(P)U X with X C Sk. Then, M is an answer set of (P UQ)M. Define
P’ as P with the following rules added:

o p(z,...,z) — u(z), forallz € U, p € O, and u a new unary predicate not
in P,
e p(t) — for p(t) € M and p € O.
Intuitively, the first type of rules introduces the universe U in P’ (the rules
themselves are never applicable in M). The second type of rules corresponds
to the rules in Q¥ (originating from free rules).
The program P’ is a completion of (P, O) such that it remains to check
that M is an answer set of P’. Note that cts(P’) = U.

22 B for Bonatti.
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e M is a model of P’y. We have that M is a model of P}M. Take a
p(z,...,z) «— u(x). Since u(x) ¢ M, this rule is satisfied. Finally, for
p(t) <€ P, we have, by definition of P’, that p(t) € M.

e M is a minimal model of P’y. Assume not, then there is a model N C M
of P'$. We show that N is a model of (PU Q)M which is a contradiction
with the minimality of M. N is a model of P}. Take p(t) «—€ QM. Then,
p(t) € M such that p(t) —e P’} and p(t) € N.

O

One can reduce B-satisfiability checking w.r.t. open programs (i.e., with B-
answer sets) to satisfiability checking in our setting.

Theorem 3.49. Let R = (P,0) be an open program and p a unary pred-
icate in R. Then, p is B-satisfiable w.r.t. R iff p is satisfiable w.r.t. P U
{p(X) VvV not p(X) — |p€O,p and X n-ary}.

Proof. Denote {p(X) V not p(X) «— |p € O,p and X n-ary} with Q.

For the “only if” direction, assume M is a B-answer set of R such that
there is some p(x) € M. Then, by Theorem 3.48, there is an open answer set
(U, M) of PUQ with U = cts(P) U X and X C Sk, such that p is satisfiable
w.r.t. PUQ.

For the “if” direction, assume (U, M) is an open answer set of P U Q such
that p(z) € M. We cannot immediately apply Theorem 3.48 since we need
the additional condition that U = cts(P) U X with X C Sk. One can obtain
this by mapping the elements of U\ cts(P) to elements of Sk; we name the
resulting universe U’. Since U is a countable superset of cts(P) and Sk is a
countable set, this can be easily done, and (U’, M) is an open answer set of
P U Q. With Theorem 3.48 the result follows. O

A similar result holds for consistency checking.

Theorem 3.50. Let R = (P,0) be an open program. R is B-consistent® iff
PU{p(X) Vnot p(X) — |peO,p and X n-ary} is consistent.

Proof. Similar as the proof of Theorem 3.49. a

From our decidability results for CoLPs, we can then deduce some decidability
results for open programs.

Theorem 3.51. Let R = (P, O) be an open program with P a CoLP without
inverted predicates. Then, B-satisfiability checking and B-consistency check-
ing w.r.t. R is decidable in EXPTIME.

Proof. This follows from Theorems 3.49 and 3.50, the fact that the program
PU{p(X)V not p(X) « | p € O,p and X n-ary} is a CoLP without inverted
predicates for a CoLP P without inverted predicates (since P is part of an
open program), and Theorem 3.41. O

23 An open program is B-consistent if there exists a B-answer set of R.
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In [Bon03], a special class of open programs was identified. Finitary open
programs extend the concept of finitary, as described in Section 3.6.3, for open
programs. Keeping in mind that we consider not the original open programs
with function symbols but with an infinite set of extra constants Sk, finitary
open programs are open programs (P, O) where the ground Pg; is finitary.
The same remarks apply then as in Section 3.6.3: detecting whether an open
program is finitary is undecidable in general, ground query answering w.r.t. a
finitary open program is decidable, but B-satisfiability checking is only semi-
decidable.

3.6.5 ASP-EX

In [CIO05], logic programs are extended with external predicates, capable of
querying external sources of computation. The resulting framework is called
ASP-EX. Since such external predicates may have infinite extensions, e.g.,
there are an infinite number of pairs (x,y) such that y is the square of z,
[CI05] uses the open answer set semantics as their base semantics.

In the absence of external predicates, the open semantics in [CI05] co-
incides with our open answer set semantics. While we have decidability by
imposing a tree structure on the rules, [CI05] shows decidability by imposing
safeness of rules. A rule is safe if every variable in the rule appears in an
atom in the positive body. Decidability is then guaranteed by the property
that answer sets with as universe the constants of the program, i.e., the normal
answers sets, coincide with the answer sets with as universe a superset of the
program. Safeness thus ensures decidability as the open answer set semantics
coincides with the normal answer set semantics for safe programs, however,
the need for an open answer set semantics in safe programs (without external
predicates though) is questionable.

Note that CoLPs are not safe in general, e.g., free rules are not safe since
the body is empty while the head contains variables. Similarly, unary rules in
a CoLP do not have to be safe either: a(X) < not b(X) has an empty positive
body. Binary rules in a CoLLP are safe since every positive body contains some
f(X,Y) for variables X and Y in the head.

However, despite the limited usefulness of an open domain semantics for
safe programs without external predicates, in the presence of external predi-
cates [CI05] detects interesting conditions on variables used in such external
predicates for decidable reasoning, e.g., weakly safe programs.

3.6.6 w-Restricted Logic Programs

Another class of logic programs with function symbols are the w-restricted
programs from [Syr01]. The Herbrand Universe of w-restricted programs is
possibly infinite (in the presence of function symbols), however, answer sets
are guaranteed to be finite, exactly by the structure of w-restricted programs.
Informally, an w-restricted program consists of a stratified part and a part
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that cannot be stratified (the w-stratum). Rules are such that every variable
in a rule is “guarded” by an atom of which the predicate is defined in a lower
stratum. The answer sets of w-restricted programs can then be computed by
instantiating the strata from the bottom up.

For the predicate dependency graph of a normal logic program, we say
that a path from predicate p; to a predicate ps is negative if there is a neg-
ative edge in it; otherwise, the path is positive. An w-stratification of a pro-
gram P is then a function S : preds(P) — N U {w} such that, if there is a
positive path from p; to ps in the predicate dependency graph of P, then
S(p1) > S(p2). In case of a negative path, we must have that S(p1) > S(p2)
or S(p1) = w. It is assumed that n < w for all n € N. The w-valuation
of a rule r : a «— ( under an w-stratification S is the function 2(r,S) =
S(preds(a))?*. The w-valuation of a variable X in a rule r : a « ( under S is
(X, r,8) =min ({S(preds(l)) | L € 7 AN X € vars(l)} U{w}). Finally, a rule
is w-restricted w.r.t. a w-stratification S of P iff VX € vars(r) - 2(X,r,S) <
2(r,S); a normal logic program is w-restricted if its rules are w-restricted
w.r.t. an w-stratification.

We extend the definition of universe for programs that contain function
symbols. A universe U for a normal logic program P is a non-empty countable
superset of the Herbrand Universe Hp of P. Thus, a universe U is equal to
Hp U X for some countable X; as usual, we call the elements from U\ Hp
anonymous.

For w-restricted programs, the open answer set semantics coincides with
the normal answer set semantics.

Theorem 3.52. Let P be an w-restricted program and U a universe for P.
(U, M) is an open answer set of P iff M is an answer set of P.

Proof. We show this in 3 steps:

1. An answer set M of Py does not contain atoms with anonymous elements
(and thus M is an interpretation of Py, ).

2. Rules in Py that contain anonymous elements are never applicable w.r.t.
an interpretation M of Py,.

3. M is an answer set of Py iff M is an answer set of Py,.

1. Assume M includes a p(t) which contains some x € U\ Hp. Thus there
isap(t) « B € Py with 3t € M and 8~ N M = . Furthermore, this
rule originates from a rule r with a variable X in its head and, by the
w-restrictedness of P, 2(X,r,S) < 2(r, S) = S(p) for the w-stratification
of P, thus there must be a ¢(s) € 37 C M where s contains an anonymous
element  and S(q) < S(p).

Either S(p) = w or there is a n < w such that S(p) = n. In the latter
case, we deduce a contradiction by induction on n.

24 preds(a) is the underlying predicate of a
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If n = 1, we immediately have a contradiction as there is no lower stratum.

By induction, assume we can deduce a contradiction for S(¢) < n—1 and

q(s) € M where s contains some anonymous element. If S(p) = n, then

we deduced above that there is a ¢ with S(q) < S(p), in other words,

S(g) < n — 1, which allows to deduce a contradiction by the induction

hypothesis.

For S(p) = w, we find a ¢(s) € 37 C M where s contains an anonymous

element and S(q) < S(p) and thus there is a k < w such that S(q) = k

which leads to a contradiction as in the previous case.

2. Assume p(t) « (3 is a rule in Py, applicable w.r.t. M, i.e., 37 C M and
B~ N M = (), and it contains anonymous elements. The rule originates
from some rule r : head < body and thus contains some variable X that
is grounded with an anonymous element x. Since 2(X,r,S) < £2(r,S),
there is an atom containing X in body™ such that there is a q(s) € p*
with = € s. But since 8T C M, q(s) € M, a contradiction with M being
an interpretation of Py,..

3. For the “only if” direction, assume M is an answer set of Py .

e M is a model of P%P. Immediate, by 1., and since P%P C Py.

e M is a minimal model of P%P. Assume not, then N C M is some model
of P} . Take an arbitrary a « % € P}’ with f* C N, then a — 3
is applicable w.r.t. N in Py, such that, by 2., a «+ § does not contain
anonymous elements, and thus a < 8 € Py, and a «— 87 € P%P .
Since N is a model of P%P, we have that ¢ € N. Thus N is a model
of P}, which contradicts with the minimality of M.

For the “if” direction, assume M is an answer set of P%P .

e M is a model of P}. Take an arbitrary a < 8+ € P} with g+ C M,
then a «— ( is applicable w.r.t. M in Py, such that, by 2., a «—
does not contain anonymous elements, and thus a «— § € Py, and
a— Bt e P%P. Since M is a model of P%P, we then have that a € M.
Thus M is a model of Pg/[.

e M is a minimal model of P[],w . Assume not, then N C M is some model
of P[],W. But then N is a model of P%P, since P%P - P[],W. O

Since checking whether there exists an answer set of an w-restricted pro-
gram is in general 2-NEXPTIME-complete [Syr01], we have, with Theorem 3.52,
2-NEXPTIME-completeness for consistency checking under the open answer set
semantics for w-restricted programs.

Theorem 3.53. Consistency checking w.r.t. w-restricted programs is
2-NEXPTIME-complete.

Proof. Immediately with Theorem 3.52. a

Furthermore, since reasoning with w-restricted programs is implemented in
the SMODELS reasoner [Sim|, Theorem 3.52 implies an implementation of the
open answer set semantics for w-restricted programs as well.






4

Bounded Finite Model Property in Open
Answer Set Programming

In Section 4.1, we introduce the forest model property and define a syntac-
tically restricted class of programs, forest logic programs (FoLPs), satisfying
this property. We show in Section 4.2 that a particular type of FoLPs, local
FoLPs, has the bounded finite model property, which enables a reduction to
finite ASP. A type that can be reduced to local FoLPs are the acyclic FoLPs
from Section 4.3. Section 4.4 identifies an upper bound for the complexity of
reasoning. Finally, in Section 4.5, we extend FoLPs with an arbitrary finite
set of rules that can only be grounded with constants present in the pro-
gram, resulting in EFoLLPs, and we show that properties such as the forest
model property and the bounded finite model property are valid for suitably
restricted classes of EFoLPs.

4.1 Forest Model Property

As seen in the previous chapter, the so-called tree model property proves to be
a critical factor in showing decidability of satisfiability checking. A general-
ization of this property is the forest model property: if there is an open answer
set that makes a predicate satisfiable, then there is an open answer set that
has the form of a set of trees, a forest. A similar property arises for DLs that
include nominals, e.g., SHOQ(D) [HS01].

Ezample 4.1. Consider the program P representing the knowledge that a com-
pany can be trusted for doing business with if it has the ISO 9000 quality cer-
tificate and at least two different trustworthy companies are doing business
with it:

trust(C) «— t_bus(C, Cy), t-bus(C, Cy), C; # Cq, qual(C, is09000)
— t_bus(C, D), not trust(D)

with t_bus and qual free predicates, and is09000 a constant. An open answer
set, e.g., (U, M) with U = {x1, 2, ...} and
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M = {trust(z;), t-bus(z;, z2), t-bus(zy, x3),
qual(zy,509000), trust(xg), ...}

is such that for every trusted company z; in M, i.e., trust(z;) € M, there must
be t_bus(z;, z;), t-bus(x;, zx) and trust(wz;), trust(z,) with z; # x; addition-
ally, every trusted company has the 4509000 quality label. This particular
open answer set has a forest shape, as can be seen from Fig. 4.1: we call it a
forest model. The forest in Fig. 4.1 consists of two trees, one with root x; and

{trust} qz1

Fig. 4.1. Forest Model

one, a single node tree, with root ¢s09000. This will be a general feature of
programs with the forest model property: they have open answer sets that can
be rewritten as sets of trees where each constant is identified with the root of
its own tree and there is (possibly) an additional tree with an anonymous root.
The labels of a node z in a tree, e.g., {trust} for x2, encode which literals are
in the corresponding open answer set, e.g., trust(xzg) € M. The labeled edges
indicate relations between domain elements. The dashed arrows, describing
relations between anonymous domain elements « € U\ ¢ts(P) and constants,
appear to be violating the forest structure; their labels can, however, be stored
in the label of the starting node, e.g., qual(zz,s09000) can be kept in the
label of =5 as qual®°?7??. Since there are only a finite number of constants,
the number of different labels in a forest is still finite. To be formally correct,
the forest should not have any labeled edges; we solve this by keeping the label
on an edge from x to y in the label of y, and assume that binary predicates
in labels refer to edge labels from the predecessor node to the current node,
e.g., for t_bus(z;, z2) we keep t_bus in the label of x5.

Definition 4.2. Let P be a program. A p € upreds(P) is forest satisfiable
w.r.t. P if there is an open answer set (U, M) of P and there is a forest F =
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{13 Ufta | a € cts(P)} where the t, : U, — 27reds(PIOLf lacers(P)n febpreds(P))
are labeled trees* with bounded arity such that

U= U, erUs, and?

p € t.(g), where € is the root of Ue, and

z-1 € Uy, 1 >0, iff there is some f(z,z2-1) € M, z € U, and

fory € Uy, q € upreds(P), [ € bpreds(P), we have that

- q(y) € M iff g € tz(y), and

- fly,w)eMiff(fu=y-i €Uy ANfety(u)V(ue cts(P)Af* € tu(y)).

We call such a (U, M) a forest model and a program P has the forest model
property if the following property holds:

If p € upreds(P) is satisfiable w.r.t. P then p is forest satisfiable w.r.t.
P.

The label of a node z € U, is L(2) ={q | q € t.(2),q € upreds(P)}.3

This definition is very similar to the definition of tree satisfiability under IWA
(Definition 3.33, pp. 80), except that it generalizes it to take into account
forests instead of trees. This generalization allows for the introduction of con-
stants in the CoLPs of the previous chapter. We do not take into account,
however, the inverted predicates (i.e., we do not define forest satisfiable under
the IWA) as we want to look for a fragment that has a bounded finite model
property later on. In the presence of inverted predicates, one can show that
there are infinity programs (Example 3.21, pp. 73).

Ezxample 4.3. The forest model of Example 4.1, drawn according to Defini-
tion 4.2, is then as in Fig. 4.2.

In effect, a forest model can be seen as a collection of trees, with arbitrary
connections from elements to constants. As a consequence, the connections
between constants, i.e., the roots of the trees, may form an arbitrary graph.

A particular class of programs with this forest model property are forest
logic programs (FoLPs).

Definition 4.4. A forest logic program (FoLP) is a program with only unary
and binary predicates, and such that a rule is of one of the following types,

1 We assume that the root of each t, is identified with a constant, unless x = €.
We further allow for t. to be an element of {t, | a € cts(P)}, i.e., the forest
contains trees for which the roots are identified with constants and possibly, but
not necessarily, an extra tree with unidentified root node.

2 Note that U is thus a “fat” structure, consisting of the nodes in the trees U,.
Since the U,’s are possibly non-disjoint, U would thus be a multi-set. However, we
assume that the elements in U, are — by convention — prefixed with z, effectively
making them disjoint. E.g., for U. = {g,1} and U, = {a,al, a2}, we have that
U={e1,a,al,a2}.

3 L(2) is not equal to t.(z) as we only record the unary predicates in the former.
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{trust, qual®°9000}

T1 o 1509000

st, t_bus, qualisom)()() }

Fig. 4.2. Formal Forest Model

e freerules a(s) V not a(s) «— or f(s,t)V not f(s,t) «— , where s and t are
terms such that if s and t are both variables, they are different*,
e unary rules

r:a(s) — B(s), U Ym (S, tm)s U S (tm), ¥

1<m<k 1<m<k

for terms s and t,,, 1 <m <k (again, if both s and t,, are variables, they
are different; similarly for t; and t;), where
1.9 CUscigjentti # t} and {=,#} Ny =0 for 1 <m <k,
2. Vt; € vars(r) -’y;r # 0, i.e., for variables t; there is a positive atom that
connects s and t;,
e binary rules f(s,t) < B(s),v(s,t),0(t) with {=,#} Ny =0 and v~ £ 0 if
t is a variable (s and t are different if both are variables),
e constraints «— a(s) or «— f(s,t), (s and t are different if both are vari-

ables),

The conditions in FoLPs are essentially the same as for CoLPs (Definition
3.34, pp. 80), i.e., allowing for constants in the program does not yield extra
conditions on the rules. Indeed, the conditions

Vt; € vars(r) -yt £ 0
for unary rules and
vt #£(if t is a variable

for binary rules apply only to variables.

Intuitively, the syntactical restrictions on the rules in a FoLP are now
designed to ensure the forest model property, while maintaining a sufficient
degree of expressiveness, e.g., to simulate expressive DLs, see Chapter 6. Recall
(pp. 81) that a rule

¢(X) « not f(X,Y),not q(Y)

was not a valid CoLP rule (and hence it is not a valid FoLP rule), since it
is impossible to make a tree out of an open answer set that satisfies ¢ (there

Y A rule f(X,X) Vnot f(X,X) « is not allowed.
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is no edge to connect the two different elements ). Hence, we enforce that,
for variables, there is always a positive literal connecting such an X and Y.
However, if instead of Y we have a constant a, this restriction is no longer
necessary. Take

q(X) < not f(X,a),not q(a)

We have that ({z,a},{q(z)}) is an open answer set, which leads to a forest
with trees t., where t.(¢) = {q}, and t, where the root is identified with a.
Thus, we no longer need a connection between x and a since a is actually
(identified with) the root of its own tree.

In the same spirit we have for binary rules that f(X,Y) « v(X) is not
allowed, since this may impose connections between x and y without y being a
successor of z. f(X, a) « v(X) for a constant a on the other hand is allowed,
since this imposes connections between some x and a (which is again the root
of its own tree). One can encode such connections in the label of z with f@
such that the forest structure is not broken.

Like for CoLLPs, we can ease the syntactical restrictions on FoLLPs by al-
lowing for more general bodies, e.g., by unfolding them, resulting in bodies
with a tree like structure. More complex constraints <« [ can be simulated
by a unary rule a(s) < [ and a constraint « a(s).

Theorem 4.5. Let P be a CoLP without inverted predicates. Then, P is a
FolLP.

Proof. Immediately from Definitions 3.34 and 4.4. a

Since a FoLP may contain constants, but a CoLP may not, the other direction
does not hold. However, FoLLPs without constants are CoLPs.

Theorem 4.6. Let P be a FoLP without constants. Then, P is a CoLP.
Proof. Immediately from Definitions 3.34 and 4.4. a

Consequently, the set of CoLLPs without inverted predicates coincides with the
set of FoLLPs without constants.
We modify the definitions of liveness as follows. A unary rule

r:a(s) « B(s), U Ym (S, tm)s U O (tm), ¥

1<m<k 1<m<k

in a FoLLP is a live rule if there is a 7, # (0 and ¢, is a variable (the latter
condition being extra compared to CoLPs). A unary predicate a is live if there
is a live rule r with a in head(r) and a is not free. We denote the set of live
predicates for a FoLP P again with live(P). A degree for the liveliness of a
FoLP rule r, i.e., how many new individuals might need to be introduced to
make the head true, is

degree(r) = |[{m | Ym # 0,tm € vars(r)} . (4.1)
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The degree of a live predicate a in P is
degree(a) = max{degree(r) | a € head(r)} . (4.2)

The rank of a FoLP P is the sum of the degrees of the live predicates in P:

Z degree(a) . (4.3)

a€live(P)
FoLPs indeed have the forest model property.

Theorem 4.7. Forest logic programs have the forest model property.

Proof. Take a FoLP P and p € upreds(P) s.t. p is satisfiable, i.e., there exists
an open answer set (U, M) with p(u) € M. Let n be the rank of P.

We first define mappings 6, : {z}-{1,...,n}* — U from a complete n-ary
tree to the domain U, with x € K where

_Jets(P) if u € cts(P)
| {e}Ucts(P) otherwise

Intuitively, we assume there are trees with the roots identified with the con-
stants, and, in case u is not a constant, there is an additional tree with anony-
mous root (not identified with a constant). Each 6, then associates some of
the nodes in the trees with elements in the domain.

Initially, assume each 6, is undefined for the whole tree {z}-{1,...,n}*. If
0 is defined on some node, we will call the node defined. Each 6, is constructed
as follows:

e Define 6,(z) =z if x € cts(P) and 6,(z) = u otherwise, i.e., if z = e.
e Assume that we have considered, as in [Var98], every node in {z} -

{1,...,n}*, for some k, as well as every successor node of the defined 2’ €
fr({z} - {1,...,n}*) until® z - m for some defined z € fr({z} - {1,...,n}").
Consequently, we have considered the nodes z-1,...,z-m.

Since 0, is defined on z, we have that 6,(z) € U. For every ¢(0,(z)) € M,
there is, by Theorem 3.13 (pp. 66), some | < oo s.t. q(6,(2)) € T'. By
definition of the immediate consequence operator, we have that there is a
rule

Ta(0.(2))  4(02(2)) — BH] € P
with M |= 87[], originating from r : ¢(s) V a < (3 € P such that
- M ': ai[]v
M=ot 5],

5 By saying “until”, we assume that there is an ordering from left to right in the
graphical representation of the tree.
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and T'~1 = #*]]. If r is not live, we do nothing. Else, the body of Tq(8, ()
is of the form
Y 02(2): |t 02(2),00), | 67 (i)

with at least one *y;r # () for y; not a constant. Without loss of generality,
we can assume that for all ¢, where y; is not a constant, %-Jr # (). For the
y; that are not constants we then do the following: if there is a z-j €
{z-=1,z-1,...,22m,...,z-(m+i—1))} with 8(z- j) = y; then 6, remains
undefined on z - (m + i), otherwise 6(z - (m + 4)) = y;. Intuitively, if 0 is
already defined on a neighbor of z as equal to y;, there is no need to define
# on another successor as equal to y;.

For each 6,, define a corresponding labeled tree

ty: dom(@z) - 2preds(P)U{fa|a€cts(P)/\f€bpreds(P)}

where dom(6,) are those elements for which 6, is defined, by

o tu(x) ={q|q(0:(x)) € MFU{f* [ f(ba(2),a) € M,a € cts(P)},
b tm(ZZ) = {q | Q(em('z ’ Z)) € M} U {f | f(em(z)vam('zz)) € M} U {fa |
f(0u(z-1),a) € M,a € cts(P)}.

Define the open interpretation (V, N) such that V' = U,dom(f,,) and

N ={q(2) | g € t=(2) N upreds(P), z € dom(6,)}
U{f(z,z-9) | f € ty(z-3) Nbpreds(P),{z, 2z i} C dom(6,)}
U{f(z,a)| f* € ts(2),z € dom(b,)} .

Similarly as in the proof of Theorem 3.36, one can then check that (V,N) is
indeed a forest model of P according to Definition 4.2. O

4.2 Bounded Finite Model Property

Satisfiability checking w.r.t. the CoLPs in Chapter 3 was shown to be decid-
able by a reduction to two-way alternating tree automata. However, the defi-
nition of FoLLPs includes constants, which are not allowed in CoLLPs, such that
the automata reduction cannot be readily applied. Moreover, while automata
provide an elegant characterization, there are few implementations available,
e.g., [HS03] implements a specific type, looping alternating automata, using
a translation to description logics.

An alternative approach is to identify a particular class of FoLPs, local
FoLPs, that allow for a reduction to normal (finite) answer set program-
ming by a so-called bounded finite model property. This property enables the
transformation of an (infinite) open answer set into a finite one, and, more
specifically, it establishes a bound on the number of domain elements that are
needed for such a construction.
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Infinite forest models can be turned into finite structures as follows: cut
every path in the forest from the moment there are duplicate labels and copy
the connections of the first node in such a duplicate pair to the second node
of the pair. Intuitively, when we reach a node that is in a state we already
encountered, we proceed as that previous state, instead of going further down
the tree. This cutting is similar to the blocking technique for DL tableaux
[BCM 03], but the minimality of (open) answer sets makes it non-trivial in
the sense that cutting yields finite structures that are not guaranteed to be
(open) answer sets. We will identify a class of FoLPs, local FoLPs, for which
the cutting of infinite forest models does result in finite open answer sets.

Ezxample 4.8. Considering the forest model in Fig. 4.1, we can cut everything
below x5 and x3 since they have the same label as x7. Furthermore, since
t_bus(xy,xg), t_bus(xy, x3), and qual(z;,1s09000), we have that ¢t_bus(z;, z2),
t_bus(z;, x3), and qual(x;, is09000) for i = 2 and i = 3, resulting in the finite
open answer set depicted in Fig. 4.3.

Fig. 4.3. Bounded Finite Model

Definition 4.9. A program P has the bounded finite model property if the
following holds:

If p € upreds(P) is satisfiable w.r.t. P then there is a finite open
answer set (U, M) of P and a nonnegative integer k, defined only in
function of P, such that p(x) € M and |U| < k.

The bounded finite model property is similar to the small model property
found in the temporal logic CTL [Eme90] where a CTL formula is satisfiable
iff it is satisfiable by a model that has a number of states at most exponential
in the length of the formula.

Cutting the (infinite) forest at nodes with duplicate labels, as illustrated
above, does not necessarily yield a finite answer set.

Ezample 4.10. Consider the program
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a(
b(X) V not b(
(X, Y) V not f(X, V) —

X) —
X) — b(X)
X) «

A forest model of this program, depicted in Figure 4.4, is

{a(e), f(e,1),a(1), f(1,11),a(11),b(11)} .

{a}

{a, b}

Fig. 4.4. Example Open Answer Set

Since ¢ and 1 have the same label, i.e., £(¢) = L(1), we cut the tree at 1
and copy the connections from ¢ (f(e,1)) to 1 such that f(1,1) holds in the
new structure; this is depicted in Figure 4.5.

{a}

Fig. 4.5. Example Cutting

In the resulting structure {a(e), f(g,1),a(1), f(1,1)}, neither a(e) nor a(1)
is (minimally) motivated, as b(11) is no longer present. The resulting structure
is thus not minimal.

Intuitively, we want a FoLP where atoms in forest models are locally motivated
such that upon cutting a forest, the motivation for literals higher up in the
forest is not cut away — as it was in the above example. We can obtain this
by enforcing &, for variables ¢,, to be empty in rules
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r:a(s) — B(s), U Y (S, tm) U Om

1<m<k 1<m<k

Such local FoLPs can motivate an a(s) (f(s,t)) in an open answer set, by
descending at most one level in the tree, where one can locally prove a(s)
(f(s,t)), i.e., without the need to go further down the tree. Of course, in the
level below s one may need to check more literals which could amount to going
further down the tree, but whilst doing this, one does not need to remember
which literals need to be proved above in the tree. In a way a local FoLLP has
limited memory: it only remembers the previous (predecessor) state.

Definition 4.11. A local FoLP is a FoLP where unary rules

r:a(s) — B(s), U Y (S, tm) U Om

1<m<k 1<m<k

are such that 6, =0 if t, is a variable, 1 < m <k, and binary rules

fs,t) < B(s),v(s,1),0(t)
are such that 6% =0 if t is a variable.

Note that the restrictions in the definition of local FoLPs can be loosened up
by allowing for predicates b in &}, for a variable ¢, if b(X) V not b(X) « is in
the program; and similarly for ¢ in binary rules. Call such FoLPs semi-local.

Definition 4.12. A semi-local FoLP is a FoLP where unary rules

r:a(s) — B(s), U Y (S, tm) U Om

1<m<k 1<m<k

are such that 8}, C {b| b(X)Vnot b(X) <€ P} if t, is a variable, 1 < m <k,
and binary rules

fs,t) < B(s),v(s,1),0(t)
are such that 5% C {b | b(X) V not b(X) «—€ P} if t is a variable.

Ezample 4.13. The program from Example 4.1 is a local FoLLP while the pro-
gram from Example 4.10 is neither local nor semi-local.

One can indeed replace such b € 4. by a double negation. Formally, for a
FoLP P, we define ¢(P) as the program where each unary rule

r:a(s) — B(s), U Y (S, tm) U Om

1<m<k 1<m<k

is replaced by
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where

5 = Om if t,,, € cts(P)
"™ | not 8, U{not V' | b€ s} otherwise

and rules
b'(X) < not b(X)

are added for each b € ¢,; and similarly for binary rules. The result of this

transformation is indeed a local FoLP.

Ezxample 4.14. Take the semi-local FoLP

q(X) — f(X,Y),r(Y),s(a)
r(Z)V not r(Z) «—

Then, its equivalent local version is

q(X) — f(X,Y),not r(Y),s(a)
r'(Y) « not r(Y)
r(Z)V not r(Z) «—

Theorem 4.15. Let P be a semi-local FOLP and p € upreds(P). Then, p is
satisfiable w.r.t. P iff p is satisfiable w.r.t. the local FOLP ¢(P). Furthermore,
the size of ¢(P) is linear in the size of P.

Proof. The added rule ¥'(X) < not b(X) is a valid local FoLP rule, and since
the modified rules replace exactly the positive literals that violate locality by
naf-literals, ¢(P) is indeed a local FoLLP. Moreover, this translation is linear:
the modified rules include not while we add a linear number of new rules
b'(X) < not b(X).

For the “only if” direction, assume p is satisfiable w.r.t. P, i.e., there is an
open answer set (U, M) of P such that p(y) € M. One can show that (U, M’)
with M' = M U{V/(x) | b(x) & M,V € ¢(P)} is an open answer set of ¢(P)
with p(y) € M'.

e M’ is a model of QS(P)AU/I/. Indeed, free rules and constraints can be seen

to be satisfied by M’. Take a rule b'(x) <€ ¢(P )U, originating from
b (X) « not b(X) € ¢(P), such that b(z) ¢ M’', and thus b(z) € M such
that, by definition of M’, b'(x) € M'.

Take a unary rule a(s)] <—6*( )0, vm(s ol Bt € ol PM" orig:-

inating from 7 : a(s)[] — %n 8, tm)[], 07 (tm) [}, ) € O(P)u. As-
sume BT (s)[] U vt (s, tm)]] U 6’ tm)[] € M’'. We have that a(s)]] «

B v (s, tm)ll, 60 (E) ] € PSJ- Indeed, take a b(tm)[] € 6, (tm)[],
then b € ¢’,, such that b(¢,,)[] € M and b(t,,)[] € M. Also &}, (tm)]] € M.
If ¢,, is a constant then &} = ¢’ . Otherwise — t,, is a variable — take
b(tm)[] € 6 (tm)]], then b (¢m)]] € &', (tm)[] such that &' (t,,)[] € M’ and,
by definition of M’, b(t,,)[] € M, such that, in general, §;% (t,,)[] € M.
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Thus, a(s)[] < BT(8)], vk (s, tm)[], 6.5 (tm)[] € P is applicable in M and
a(s)]] € M such that a(s)[] € M.
Binary rules can be done similarly

e M’ is a minimal model of ¢(P ) . Assume not, i.e., there is a model

N' C M’ of ¢(P )U . Define N = N’\{V/(x)}. Then, N C M, and we
can show that N is a model of P}, which is a contradiction with the
minimality of M.

For the “if” direction, assume p is satisfiable w.r.t. ¢(P), i.e., there is an
open answer set (U, M) of ¢(P) such that p(y) € M. Define M’ = M\{V'(x)},
then (U, M') is an open answer set of P and p(y) € M.

e M’ isamodel of Pg/[,. Free rules and constraints can be seen to be satisfied
by M'.
Take a unary rule a(s)[] — B7(s)[], 7% (s,tm)]], 0% (tm)]] € PA orig-
inating from r : a(s)[] < B[] vm (s, twm)l],dml,¥]] € Py. Assume
BT(S) UL (s, tm)[] UL (Em)[] € M’. We have that

a(s)[] = B, Y (5, tm) ], 8"m (tm)[], ¥[] € H(P)us

(
Take a not b(tm)]] € 0'm(tm)]], then not b(tm)[] € dm(tm)[ and thus
b(tm)[) & M’ such that b(t,,)[] € M. Take a not b/ (t;)[] € &' m(tm)][], then
b(tm)]] € Om(tm)]] and thus b(tn)[] € M’ and b(t,,)[] € M, such that
V(tm)[] —¢& ¢(P)M. Since M is an open answer set, and thus minimal, we
have that b/ (t,,)[] € M. And thus, a(s)[] < 67 (s)[], % (5, tm)[], 'k (tm)]] €
QS(P)y is applicable in M and a(s)[] € M such that a(s)[] € M.
Binary rules can be done similarly.

e M’ isaminimal model of P}". Assume not, then there is a model N’ ¢ M’
of PM'. Define N = N'U{b/(z) € M}. Then, N C M. We show that N is
a model of qS(P)AUd, which is a contradiction with the minimality of M.
Free rules and constraints can be checked.
Take a rule b/(z) <€ ¢(P)y/, then b/ (x) € M, such that, by definition of
N, V(z) € N.

Take a unary rule a(s)[] — B7(s)[], 7.5 (s, tm ))[] ((Ss”L( m)|] € &(P )U orig-

7
inating from r : a(s)[] — B(s)[;vm(s,tm)l, 6,1, 0[] € G(P)u. As-
sume 31 (s)[] U v (s, ém)[] Ut (tm)]] C N. We have that a(s)]] <

B v (5, ), 05 (b)) € P Indeed, take a b(tm)[] € 8 (tm)[,
then b € ¢’,, such that b(t,,)[] € M and b(ty,)[] € M'. Take now a b(t,,) €
5 (tm)[). If t,, is a constant then b(t,,)[] € 8", (tm)[] such that b(t,) € N'.
Otherwise, t,, is a variable and not b’ (t,,)[] € 9, (tm)[] such that &' (t,,)[] &
M and thus, by minimality of M, b(t,,)[] € M and b(t,,)[] € M’'. Since
there is a free rule (by semi-locality) b(X)[] V not b(X)[] <€ ¢(P) with
X[] = tom[], we have that b(t,,)[] Vnot b(tm,)[] <€ Py and b(t,,)[] <€ P},
and, since N’ is a model of Py/, we have that b(t,,) € N’. Thus, in gen-
eral, 6,5 (tm)[] € N'. Thus, a(s)[] < B7()[], 1k (5, tm) [ 6, () [ € PH i
applicable in N’ such that a(s)[] € N" and a(s)[] € N.
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Binary rules can be done similarly.
O

Theorem 4.16. Let P be a local FoLP. Then, P has the bounded finite model
property.

Proof. Assume p is satisfiable w.r.t. P. Since P has the forest model property,
there is a forest model (U, M) with p(e) € M. Let U be the set of nodes
from trees U, which have roots x; thus ¢ is one of those z’s. Let m be the
number of different labels in the forest model. Note that m is at most 2%
where u = |upreds(P)|. For a path P of length at least m + 2 in some U,,
define zp € U, as the minimal node in U, (w.r.t. the prefix relation <) s.t.

Jy <zp-y ¢ cts(P)NL(y) = L(zp) .

Denote this unique y with Zp. Note that for paths P of length at least m + 2,
zp and Zp are always defined: we have a finite number m of different labels,
such that, for every path P of length m + 1, there are two nodes with the
same label, moreover, in the worst case we only need a path of length m + 2
to make sure that Zp is not a constant.

Intuitively, zp repeats the label of Zp and will function as a cutting point.
The connections from zp will be copies of the connections from Zp and the
atoms at zp will be motivated by the same rules that motivate those atoms
at Zp. The latter also explains why neither zp nor Zp are allowed to be
constants. Constants may be introduced by rules containing no variables in
the head, which, consequently, cannot be used to motivate the presence of
literals at anonymous nodes: it might be that a rule ¢(a) < introduces ¢ in
the label of some constant a, however, such a rule cannot be used to motivate
the presence of ¢ lower in the tree. Below the root, we would not have this
problem as t would be motivated there by a rule with head ¢(X), which can
be matched against any lower node.

Define U, as follows

U,.={2€U, | (z€PAIP|>m+1)=2z<zp},

i.e., cut the tree U, at zp for every path P in U, that has length at least
m + 2. Let U' = U{U., | U € U}. Define

M ={q(z) |z €U’ q(z) € M}
U{f(z,y) | z€PAIP|>m+1= 2z <z2p, f(z,y) € M}
U{f(zp,9) [ IP|>m+1, f(Zp,y) € M} .

Intuitively, copy the connections from the first node of the duplicate pair to
the second node of the pair.
From Theorem 4.7, we have that the branching of a U, is at most the rank

n of P, such that the number of nodes in U, is at most Z;T:gl n'. Since m is
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at most 2 for u = |upreds(P)|, we have that the number of elements in U, is
at most Efigl n® (and this expression is defined in function of P only, not in
function of the forest model (U, M)).

We have that U’ contains the nodes of at most ¢ + 1 trees U, where

¢ = |cts(P)|, such that the cardinality of U’ is at most

U1

k=(c+1) Y n', (4.4)
1=0

where k is calculated in function of P only.
Note that p(e) € M’, such that it remains to show that (U’, M’) is an
open answer set of P.

e M’ is a model of P% ". Free rules and constraints from P’ can be easily

seen to be satisfied by M.

Take a unary rule 7 : a(z) «— ot (z),~7; (z, y:), B (y:) € P} orig. from

a(s) — a(s), yi(s, ti), Biti), ti # t; € P, and y; # y; for ¢; # t;. Take

body(r) C M'.

— If £ = zp for some path P in some U, of length at least m + 2,
then v;"(Zp,v;) € M, B (y;) € M and a*(Zp) C M. Furthermore,
v~ (Zp,y) "M = a~ (Zp)NM = 3, (y;) "M = 0, such that a(zp) «—
ot (Zp), v (Zp, vi), B (yi) € PM, and since the body is true in M, we
have that a(Zp) € M such that a(zp) € M.

—  Otherwise (z does not lie on such a path P, or if it does, then & < zp).
Then, a(z) < ot (2),7; (z,9:), B (vi) € P} such that a(z) € M and
thus a(z) € M.

Binary rules can be done similarly .

e M’ is a minimal model of P[],V,[ ". One can prove this by subsequently showing
the following:
1. if b(z) € M,z € P = x < zp, then b(z) € Ti5, and if g(z,y) €
M' x € P= x < zp, then g(z,y) € Tl\k/f/, for finite k1, ko.

2. if b(zp) € M’, then b(zp) € T, and if g(zp,y) € M, then g(zp,y) €
T¥2,, for finite ky and ko.

3. if b(x) € M’, then b(z) € T}, and if g(z,y) € M, then g(x,y) € Th2,
for finite k1, ko.

1 ifb(x) € M,z € P = & < zp, then b(z) € Ty, and if g(z,y) €
M' x € P =z < zp then g(z,y) € T, , for finite k1, ko.
Assume b(x) € M' and g(z,y) € M’'. Then, b(x) € M and g(z,y) € M
such that b(z) € Ty} and g(z,y) € T, for ny and ns finite. We prove
it by induction on n; and ns.
— BASE CASES.
ny = 1. Then, b(z) «— € P}, which

6 Note that we subscript the immediate consequence operator with M’ instead of
superscripting it with (U, M’) as on pp. 66; this to avoid cluttering up notation.
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- orig. from b(s) V not b(s) «— € P such that b(z) —e P
and thus b(z) € T}, or
- orig. from 7 : b(z) — B(z),Ym(z, tm]]), dm(Eml]), V] € Pu
with body(r)* = 0. Each t,,[] must be a constant (otherwise,
by the definition of FoLPs, v;& # (), and thus z € U’ and
each t,,[] € U’ such that r € Py. Furthermore, 8~ (z)NM =
Ylx, t ()M = 6, (t[])N M = 0, such that 5~ (z)NM' =
(@t []) N M = 6, (tm[]) N M? = (). Then, b(z) —ec P}’
s.t. b(z) € T3y
ng = 1. This can be done similarly.
— INDUCTION HYPOTHESIS. Assume that for b(z) € M’, b(z) €
Tfj_l, z € P = x < zp, and g(z,y) € M, g(x,y) € Tfj_l,
x € P = x < zp, for ny and ny finite, then b(x) € T4}, and
g(z,y) € T2, for finite [ and lo.
— INDUCTION. Take b(z) € M’, b(z) € T}, x € P = x < zp and
g(z,y) e M', g(z,y) €T\, x € P=x < zp.
b(x) € Tyt then r : b(z) «— ot (z), v (z,v:), B () € PM with
body(r) C Ty}, originating from

b(s) — a(s),vi(s, t:), Bi(ti), t: # t; € PT,

yi #y; fort; #tj, and o (2) M =~ (z,y:) "M = 3; (y;) N
M = 0.
Either y; is a constant or there is a g(x,y;) € vj(x,yi) such
that g(z,y;) € M. In both cases, we have that y; € U’, such
that b(z) «— a(x),vi(z, v:),0:(Yi), i # y; € Pyr. Moreover,
a (x) N M =~ (x,y;)) " M = B; (y;) N M' = 0, such that
b(x) — oz*(a:),'y;r(x,yl),ﬁf(yl) € P%,
We have that a*(z) C Tp ' N M’ and 2 < zp such that, by
induction, a*(x) C T%, for some finite k. The same applies
for v (z,y;). If B (y;) # 0, we have that y; must be a con-
stant® such that if y; € P, then y; < zp, and we can, again by
induction, show that 3;" (y;) C T%,, for some finite k.
We have that the body of the latter rule is in some T]\k/[,7 k < o0,
such that b(z) € Tj\kdl, for some finite £;.
- Take g(z,y) € T, this can be done similarly.
2. b(zp) € M' = b(zp) € T¥, and g(zp,y) € M' = g(zp,y) € T3? for

finite k1 and k.

Assume b(zp) € M’ and g(zp,y) € M’. Then, b(Zp) € M’ since

L(Zp) = L(zp) and ¢g(Zp,y) € M’ by definition of M’. We have that

b(zp) € M and g(Zp,y) € M such that b(Zp) € T} and g(Zp,y) € T}

for finite n; and ny. We prove it by induction on n; and ns.

7 Note that Bit(y:) = 0 if t; is a variable, by definition of local FoLPs.
8 This is where we use the locality.
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— BASE CASES.
n1 = 1. Then, b(zp) «— € PMY,
- orig. from b(s) V not b(s) < € P. Since Zp is not a constant,
we have that s is a variable, and thus b(zp) <€ P}/ "and thus
b(Zp) S T]%W
- orig. from 7 : b(s) — B(8), Ym (S, tm), Om(tm) € P. Each t,,
must be a constant (otherwise, by the definition of FoLPs,
~L5 # (). Again, since Zp is not a constant, s must be
a variable. With Zp € U’ and t,,[] € U’, we have then
bZp) — BEP), ymZpr.tml]), 0m(tm]]) € Pys. Furthermore,
ﬁ (ZP)QM_Wm(Zpu [])QM_(S ( [])QM:(Z), such
that 5~ (3p) 1 M7 = 3z ) VM7 =0, (60 ) 017 = 0.
Then, b(zp) € P} s.t. b(zp) € Thy.
ng = 1. This can be done similarly.
~ INDUCTION HYPOTHESIS. Assume that for b(Zp) € Ty "' and
9(Zp,y) € T3~ for ny and ny finite, b(zp) € T4}, and g(zp,y) €
T]l\j,, for finite I; and Is.
— INDUCTION. Take b(zp) € T} and g(Zp,y) € T]\lj.
b(zp) € Ti, then 1 : b(Zp) — o (p), 7 (Zpoui), BF (4:) €
PM with body(r) C T} ™", originating from

b(s) «— a(s),vi(s,t;), Bi(ts), ti #t; € P,

yi # y; for t; # tj, and a(Zp)” N M =~ Ep,ys) "M =
B (yi) N M = ). We have that Zp is not a constant such that s
is a variable. We have that zp € U’ and each y; € U’ (y; is con-
stant or there is a f(Zp,y;) € M such that y; is a successor of
Zp and thus in U"). Thus, b(zp) — a(zp), vi(zp, v:), 51(%) Yi #
y; € Pyr. By induction, we have that a+(273) U9 (zp,yi) U
B (y;) C Th,. Indeed (for 8;), if B # 0, then y; is a
constant (by locality) such that y; € P = y; < zp, and
thus, by 1., B (yi) C T%, for some finite k. Furthermore,
a (zp) "M = v (zp,ys) "M = B (y;) N M' = 0 such
that b(zp) «— at(zp), % (zp,u:), 8 (y:) € PY and thus
b(zp) € TF, for some finite k.
- Take g(Zp,y) € T}, this can be done similarly.
3. if b(x) € M, then b(x) € Ty}, and if f(x,y) € M’ then f(z,y) € Tyt
for finite k1, ko. This follows immediately by 1. and 2.
Assume M’ is not minimal, then there is a model N’ € M’ of P[ﬂ/,[, such
that there is a a(xz) € M'\N' or f(x,y) € M'\N'. From 3., we have that
a(x) € T¥, and likewise for f(z,v), such that, since N’ is a model of P[],V,[/,
a(z) € N’ (and f(z,y) € N'), which is a contradiction.
O
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Satisfiability checking w.r.t. local FoLPs can then be done by standard answer
set solvers. Intuitively, we introduce a large enough number of constants, such
that a bounded finite model can be mapped to these constants.

Theorem 4.17. Let P be a local FoLP. Then, p € upreds(P) is satisfiable
w.r.t. P iff there is a 0 < h <k and an answer set M of ¥y (P), where k is

2% +1

k=(c+1) ) n', (4.5)
=0

with ¢ = |cts(P)|, u = |upreds(P)|, and n the rank of P, and
Yp(P)=PU{ « not a}, (4.6)
where a = {p(a) | a € {x; | 1 <i < h}Ucts(P)}.

Proof. For the “only if” direction, assume p is satisfiable w.r.t. P, such that,
by Theorem 4.16, there is an open answer set (U’, M') of P, with |[U’| < k
and a p(u) € M'. Define h = |U’| — |cts(P)|, i.e., the number of anonymous
elements in U': since cts(P) C U’, we have that 0 < h < k. Define a bijection
F : U — cts(yp(P)) such that F(a) = a for a € cts(P), which is always
possible since cts(P) C cts(¢yn(P)) and |U’'| = h + |cts(P)| = |cts(¥n(P))].
Take

M ={a(F(x)) | a(x) € M} U{f(F(2), F(y)) | f(z,y) € M"} .

Intuitively, we identify U’ with the constants in ¢, (P) making sure the original
constants in P are mapped to the same constants in 1, (P). One can show
that M is an answer set of 1y, (P).

e M is a model of gr(¢n(P))". Free rules and constraints can be easily
checked for satisfaction. Take a unary rule
a(z) — at(z), v (z, u:), BT (i) € gr(vn(P))M, originating from a(s) —
a(s),vi(s, t:), Bi(t:), ts # t; € Y(P) (and thus also in P), such that o™ (z)N
M=~ (x,y) "M =0 (yi)) "M =0 and y; # y, for t; # t;. Assume
that ot (x) U~;" (2, 9:) U B (y;) € M.
We have that for each y € cts(¢n(P)) thereis a y’ € U’ such that F(y') =
y, and thus a(z’) — a(z’),v (2", i), Bi(y;), yi # y; € Pur (note that
F(y') =y =y for constants y). Furthermore o™ (z') N M’ = ~; (2',y,) N
M'" = B; (y;)N M = ) and y; # y. Indeed, take b(z") € o™ (2') N M, then
b(F(z")) € M, by definition of M, and, since F(z') = z, b(x) € M for
b € a”, a contradiction. The other cases can be done similarly; that y; # v}
follows since F is a bijection. Thus a(z’) « ot (2'), v+ (2, y)), B: T (y) €
PM.
Moreover, at (z') Uyt (2, y5) U Bt (y)) € M’ such that a(z’) € M’ and
thus a(F(z')) € M, by definition of M, such that a(x) € M since F(z') =

x.
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Binary rules can be checked similarly. Since there is a p(u) € M’, we have
that p(F(u)) € M and — not a & gr(i,(P))™

e M is a minimal model of gr(z/Jh(P))M. Assume not, then there is a model
N C M of gr(¢n(P))™. Define

N’ ={a(x) | a(F(2)) € N} U{f(z,y) | f(F(x), F(y)) € N} .

Then, N’ € M’ and one can show that N’ is a model of PI%/, which is a
contradiction.

For the “if” direction, assume there exists an answer set M of 1, (P) for

0 < h < k. Define U’" = cts(p(P)). One can show that (U’, M) is an open
answer set of P. Since < not o € ¥, (P) and a # () (otherwise v, (P) would
have no answer set), there must be at least one p(b) € M for b € cts(¢p(P)).
O

Local FoLPs may contain negation as failure in the head (with free rules) such
that ¢, (P) may as well, which is not allowed by standard answer set solvers
such as DLV or SMODELS. One can, however, remove negation as failure from
the heads in ¢, (P) as in [IS98].

With Theorem 4.17, one can then subsequently check satisfiability by let-
ting h range from 0 to k and checking whether ¢, (P) has an answer set; the
latter can be done with standard answer solvers.

Note that CoLPs without inverted predicates are FoLPs (Theorem 4.5),
such that local CoLPs have the bounded finite model property as well (and
satisfiability checking w.r.t. such CoLPs can also be reduced to finite answer
set programming).

Definition 4.18. A local CoLP is a CoLP where unary rules

r:a(X) «— B(X), U Ym (X, Yi), U O (Yom), 1

1<m<k 1<m<k
are such that 8}, =0, 1 <m < k, and binary rules
(X, Y) = B(X), (X, Y),6(Y)
are such that 6T = (.

Theorem 4.19. Let P be a local CoLP without inverted predicates. Then, P
has the bounded finite model property.

Proof. By Theorem 4.5, P is a FoLP. Furthermore, P is local such that the
result follows from Theorem 4.16. O
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4.3 Acyclic Programs

We identify a class of programs, acyclic programs, such that satisfiability
checking of acyclic FOLPs can be reduced to satisfiability checking w.r.t. local
FoLPs. Acyclic programs will be further used in Chapter 6.

Formally, a positive predicate dependency graph PDG(P) for a program P
is defined by edges between (non-equality) predicates a and b such that a — b
iff there is a rule o «+ 8 € P such that a is a predicate from o™ and b is a
predicate from 3+.

Definition 4.20. Let P be a program. P is (positively) acyclic, if PDG(P)
does not contain cycles.

Acyclic programs are programs that do not allow recursion through positive
literals. A distinction with stratified programs [Bar03] or with the hierarchi-
cal programs from pp. 107 is that recursion through negated literals is still
allowed.

A useful property of acyclic programs is that they can be rewritten such
that there appear no positive unary literals in the body anymore; one replaces
them by a double negation.

Formally, for a program P, we define x(P) as the program P where rules
r:a <« (3,7 with 8 the unary atoms of body(r), are replaced by

a«— not 3,y

and rules
b'(X) « not b(X)

are added for all b/(s) € 3 where 3’ = {b/(s) | b(s) € 3}.7
Ezample 4.21. Take the program P

a(X) — b(X),f(X,Y),not c(Y)
b(X)V not b(X) «—
JX, V) Vot f(X, Y) —

The positive dependency graph of this program is {a — b,a — f} such that
P is acyclic. The translation x(P) is then

a(X) « not b'(X),f(X,Y),not ¢(Y)
b'(X)
b(X) V not b(X) —
J(X,Y) Vot f(X,Y) —
which has, among others, the open answer set
({z, ¥}, {a(x),b(z), f(x,y),V (y)}), corresponding to an open answer set

({z, v}, {a(x), b(z), f(2,y)}) of P.

9 Note that #(P) is very similar to the translation ¢(P) for semi-local FoLPs (pp.
125), only now we replace every unary atom in the bodies of P.
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Theorem 4.22. Let P be a program and p € upreds(P). If p is satisfiable
w.r.t. P, then p is satisfiable w.r.t. k(P).

Proof. Assume (U, M) is an open answer set of P such that p(x) € M. Define
M =MU{b(z) | b(z) & M,V € k(P)}. Then, one can show that (U, M’) is
indeed an open answer set of x(P) that satisfies p. O

The other direction is in general not valid.

Ezxample 4.23. Consider the program P
a(X) — a(X)
This is not an acyclic program and k(P) is the program

a(X) < not o/ (X)
a'(X) < not a(X)

with an open answer set ({z}, {a(z)}), which does not correspond to any
open answer set of P.

For acyclic programs, however, P and k(P) are equivalent w.r.t. satisfiability
checking.

Theorem 4.24. Let P be an acyclic program and p € upreds(P). Then, p is
satisfiable w.r.t. P iff p is satisfiable w.r.t. k(P).

Proof. The “only if” direction follows from Theorem 4.22.

For the “if” direction, assume p is satisfiable w.r.t. x(P), i.e., there is an
open answer set (U, M) of k(P) such that p(y) € M. Define M’ = M\{b'(z)},
then (U, M') is an open answer set of P and p(y) € M.

e M'is amodel of P} " This is again along the lines of the proof of Theorem
4.15.

e M’ is a minimal model of Pg/f/. Assume not, then there is a model N’ ¢ M’
of PM "
We prove that M’ C N'. Take | € M', we prove that [ € N’ by induction
on the maximum depth!'® of PDG(P) of the predicate preds(l) in I, which
is possible since P is acyclic and PDG(P) is finite.
— preds(l) has depth 0 in PDG(P). Then, all rules o «— § € P with

preds(l) in o™ are such that 3 is a set of of naf-atoms and/or equality

atoms. Consequently o < 8 € k(P) and it does not contain any newly

added b'(s)’s. Since [ € M we have that there is a [ — 37 € K(P)AU/I

with @ = 3[]'* and M = o~ []Unot 3~[] originating from o] — ] €
k(P)y. Then «f <« B[] € Py and M’ = o~ [] U not B’U such that
I — B*[ € PM with § = 8[| Since N” is a model of PM', [ € N'.

10 A predicate p has depth 0 if it has no successors in PDG(P) and depth n if the
maximum depth of its successors in PDG(P) is n — 1.
11 8% contains, if anything, only equality atoms.
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— Assume it is proved for literals I with depth of preds(l) at most n — 1
(IH).

— Take | with depth of preds(l) at most n. Then all rules o < 3, in P
with preds(l) in o, where § is a set of unary atoms, and v the rest,
are such that the predicates in 3 and v+ have a depth of at most n — 1.
We have that o < not §',v € k(P) and b¥/'(X) « not b(X) € x(P) for
b € preds(B).

Since | € M, we have that thereis al — T[] € x(P)yy , with M =T,
M = o~ [JUnot v~ [JUnot (]].
We have that | — S[],7"[] € P} with the body true in N’. Indeed,
we have that o < 3,7 € P, and M’ |= a~ [ Unot v~ []. Furthermore,
N' = 38]] and N’ = ~T]], by the fact that M &= 8[| and M E ~71[]
and the induction hypothesis. The former can be seen by noting that
M | not B'[]. Take then a b(x) € f[], then ¥'(x) € B[] such that
b'(z) ¢ M and thus, by V(X) < not b(X) € k(P), we have that
b(x) € M.
Since N’ is a model of P,ﬁd/, we then have that [ € N’. Thus M’ C N/,
a contradiction with N/ C M’.

O

Theorem 4.25. Let P be an acyclic FoOLP. Then, k(P) is a local FoLP that

has a size linear in the size of P.

Proof. The added rule ¥'(X) < not b(X) is a valid local FoLP rule, and since
in the modified rules all unary atoms are replaced by their naf variants, x(P)
is a local FoLLP. Moreover, this translation is linear: the modified rules include
not while we add a linear number of new rules b'(X) < not b(X). O

Together with Theorem 4.24, the latter theorem allows to reduce satisfiability
checking of acyclic FoLLPs to local FoLLPs, and thus, by Theorem 4.17, to finite
answer set programming.

4.4 Complexity

Let P be a local FoLP. We verify the complexity of checking whether there
exists an answer set M of ¢, (P) for some 0 < h < k where k and ¢, (P)
are as in Equations (4.5) and (4.6) respectively. We distinguish between two
cases:

e If FoLLP rules have a degree bounded by m, independent of a particu-
lar FoLP, then the size of gr(«p(P)) is polynomial in the size of ¢, (P),
since every rule in 1, (P) introduces at most O(|cts(¢y (P))|™ ") rules in
gr (¢ (P)). Indeed, each FoLP rule then contains at most m + 1 variables,
each of which can be instantiated with a constant from 1)y, (P). Since check-
ing whether there exists an answer set M of 1, (P) is in NP in the size of
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gr(¥n(P)) [DEGVO01, Bar03], we have that checking whether there exists
an answer set M of ¢, (P) is in NP in the size of ¢, (P) as well.

e If the degree is not bounded, we use a result from [EFFT04] to state that
checking whether M is an answer of ¢p(P) is in X5 w.r.t. the size of
¥y, (P).12 Indeed, the arities of predicates in 1, (P) are bounded by 2 since
FoLPs allow only for unary and binary predicates.

Thus, for a fixed h, checking whether v, (P) has an answer set is in NP for
a FoLP with bounded degree and in X% in general.

Satisfiability checking of a predicate w.r.t. P can then be done by starting
with h = 0 and checking whether v, (P) has an answer set. If this is the case,
we are done (by Theorem 4.17), otherwise, we repeat the check for h = 1,
and so on. If finally & = k has been checked, i.e., ¥, (P) had no answer sets,
one can conclude, by Theorem 4.17, that the predicate is not satisfiable. This
procedure thus involves at most k 4+ 1 calls to an NP oracle for FoLPs with
bounded degree or to an X% oracle in general.

We have that

2"41 _p2it2
k=(c+1) an—(c—l—l)%,
i=0

with u = |upreds(P)|, ¢ = |cts(P)|, and n the rank of P such that & is double
exponential in the size of P and the above procedure to check satisfiability
runs in 2-EXPTIMEN" for local FoLPs with bounded degree or in 2-EXPTIME>>
for arbitrary local FoLPs.

Theorem 4.26. Satisfiability checking w.r.t. local FoLPs is in
2-EXPTIME>2 for FoLP rules with unbounded degree or in 2-EXPTIME™® oth-
erwise.

Proof. From the above exposition. a

Theorem 4.27. Satisfiability checking w.r.t. semi-local FoLPs is in
2-EXPTIME>> for FoLP rules with unbounded degree or in 2-EXPTIMEN" oth-
erwise.

Proof. With Theorem 4.15, we can translate a semi-local FOLP to an equiv-
alent local FoLP that has a size linear in the size of original program. The
result follows from Theorem 4.26. a

Theorem 4.28. Satisfiability checking w.r.t. acyclic FoLPs is in
2-EXPTIME>2 for FoLP rules with unbounded degree or in 2-EXPTIME™® oth-
erwise.

Proof. With Theorem 4.24, we can translate an acyclic FOLP to an equivalent
local FoLP that has a size linear in the size of original program. The result
follows from Theorem 4.26. O

12 Recall that X5 = np™.
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4.5 Extended Forest Logic Programs

Consider a FoLLP defining when one cheats one’s spouse, i.e., if one is married
to someone that is different than the person one is dating. We have a spe-
cialized rule saying that when one is cheating one’s spouse with the spouse’s
friend Jane. Furthermore, a constraint ensures that cheaters date cheaters.

cheats(X) «— marr(X,Y;), dates(X, Yz), Y, # Yo

cheats_j(X) < marr(X,Y), friend(Y, jane), dates(X , jane), Y # jane
— cheats(X), dates(X, Y), not marr(X,Y), not cheats(Y)

where marr, friend, and dates are free predicates.!'® An (infinite) open answer
set of this program that satisfies cheats_j is

M = {cheats(z), cheats_j(z), dates(z, jane),
marr(z,z1), friend(x1, jane),
cheats(jane), marr(jane, janel ), dates(jane, jane2),
cheats(jane2), marr(jane2, jane2l), dates(jane2, jane22),
cheats(jane22), ...} |

depicted in Fig. 4.6.

One sees that x cheats his spouse with Jane since x dates Jane but is
married to 1. Furthermore, by the constraint, we must have that Jane is also
a cheater, and thus, by minimality of open answer sets, Jane is married to
some janel and dates jane2, who in turn must be cheating, resulting in an
infinite answer set.

{cheats, cheats_j}

T
dates
marr .
-7 }m’end
rle -~

Fig. 4.6. Forest Model

In many cases, there is interesting knowledge that cannot be captured
within the rather strict tree format of FoLLP rules. For example, in addition,

13 Note that the second rule is, strictly speaking, not a FoLP rule. However, we can
easily rewrite it as two FoLLP rules.



138 4 Bounded Finite Model Property in Open Answer Set Programming

we may have a rule representing that if Leo is married to Jane, Jane is dating
Felix, and Leo himself is not cheating, then Leo dislikes Felix:

dislikes(leo, feliz) «— marr(leo, jane), dates(jane, feliz), not cheats(leo)

This ground rule does not have a tree structure, but relates the three con-
stants in an arbitrary graph-like manner. We extend FoLPs by allowing for a
component with arbitrary program rules that may only be grounded with the
combined program’s constants.

Definition 4.29. An extended forest logic program (EFoLP) P is a pair
(Q,R) where Q is a FoLP and R is a finite program where predicates are
unary or binary. We denote Q with folp(P) and R with e(P). An EFoLP
answer set of (Q,R) is an open answer set of Q U Rysqur). Satisfiability
checking, consistency checking, and query answering w.r.t. EFoLPs are mod-
ified accordingly.

We will often speak of open answer sets of an EFoLP (Q, R) instead of an
EFoLP answer set. Additionally, we may also call a program P an EFoLP if
P can be written as Q U R with @ a FoLP and R a finite ground program
with unary and/or binary predicates.

Note that e(P) can be a full-fledged program, i.e., with negation as failure.
Moreover, predicates in e(P) may be defined (i.e., appear in the head of rules)
in the FoLP folp(P), as is the case for marr, dates and cheats. Vice versa, we
may have predicates appearing in the FoLP part that are defined in the ground
rule part, e.g., dislikes could appear in the FoLP part as a dislikes(X,Y)
literal.

Naively, one could try to reduce reasoning with an EFoLP (Q, R) to FoLP
reasoning by first calculating an answer set of the ground program part
R is(Qur) and then replacing the part by the facts induced by this answer
set, resulting in a FoLP. However, this would be wrong due to the influence
the FoLP part plays in the ground part. E.g., the empty set is the only answer
set of the above dislikes rule, and thus one would never have that somebody
dislikes someone, which is clearly not true in combination with the FoLP from
the cheating example since it provides definitions for the body predicates of
the rule.

EFoLPs still have the forest model property, since, intuitively, graph-like
connections between constants are allowed in a forest, which is all the e(P)
part of an EFoLP P can ever introduce.

Theorem 4.30. Extended forest logic programs have the forest model prop-
erty.

Proof. Take an EFoLP P = (Q, R), where @ is a FoLP and R is an arbitrary
program. Let p € upreds(P) s.t. p is satisfiable, i.e., there exists an open
answer set (U, M) of P with p(u) € M. Let n be the rank of P, i.e., the rank
of @ (we discard R in calculating the rank of P as, semantically, R is identified
with the ground R .(qur), of which rules can be considered non-live).
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We then construct the 6, as in the proof of Theorem 4.7 (pp. 120). If the
selected r is in R, we treat it as if it were non-live. The rest of the proof is
entirely analogous to the proof of Theorem 4.7. a

The forest model of the cheats example is depicted in Fig. 4.7. The cutting of

l hat li
eo . ates  feliz

N 7

’
\
marr ," dates
N 7

= o Lcheats, cheats_j}

marr -

//,f”};iend

rle -~

Fig. 4.7. Forest Model of the EFoLLP

infinite open answer sets to finite structures, as described in Section 4.2, can
again not be applied to arbitrary EFoLPs since the finite structures would
not necessarily be answer sets. We define local EFoLPs as consisting of a local
FoLLP and an arbitrary program with unary or binary predicates.

Definition 4.31. A local EFoLP P is an EFoLP where folp(P) is a local
FoLP.

Local EFoLLPs then have the desired bounded finite model property.

Theorem 4.32. Let P be a local EFoLP. Then, P has the bounded finite
model property.

Proof. Let P = (Q, R) be an EFoLP. The proof is along the lines of the proof
of Theorem 4.32 where k is again at most

2% +1

(c+1)> n', (4.7)
=0

with ¢ the number of constants in Q U R, u the number of unary predicates
in QU R and n the rank of Q.

Note that constants are always in the cut open answer set (U’, M’) (higher
up in the trees than either Zp or zp) such that the ground part e(P) does not
yield any difficulties. a
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Thanks to this property we can reduce reasoning with EFoLPs to normal
answer set programming by introducing a sufficiently large number of new
constants x;.

Theorem 4.33. Let P be a local EFoLP (Q,R). Then, p € upreds(P) is
satisfiable w.r.t. P iff there is a 0 < h < k and an answer set M of ¥, (Q U
R ts(Qur)), where k is as in Equation (4.7) and vy, is as in Theorem 4.17.

Proof. The proof is analogous to the proof of Theorem 4.17. O

Theorem 4.33 allows to reduce satisfiability checking w.r.t. local EFoLPs to
normal finite answer set programming. The opposite direction holds as well
for programs with unary and binary predicates only.

Theorem 4.34. Let P be a program with unary and binary predicates only.
Then, there is an answer set M of a program P containing a p(a) with a €
cts(P) iff p is satisfiable w.r.t. to the local EFoLP (), P)*.

Proof. The pair (@, P) is indeed a local EFoL.P. Furthermore, M is an answer
set of P iff M is an answer set of Py (p) iff (cts(P), M) is an open answer
set of Peyy(py iff (cts(P), M) is an open answer set of ({), P). This proves the
“only if” direction.

For the “if” direction, take an open answer set (U, M) of Pis(py, then M
is an answer set of (Pcts(p))U = Peys(p)- O

Theorem 4.35. Satisfiability checking w.r.t. local EFoLPs is in
2-EXPTIMENEXPTIME

Proof. Let P = (Q, R) be a local EFoLP. Checking whether there exists an
answer set M of ¢y, (P’) for some 0 < h < k with P’ = Q U Rg5qur) and
where k and ¢p(P’) are as in Theorem 4.33, amounts to checking whether
there exists an answer set M of gr(¢p(P’)). By [DEGVO01, Bar03] and the
disjunction-freeness of the GL-reduct of gr(¢n(P’)) we have that the latter
can be decided by a non-deterministic Turing Machine in time polynomial in
the size of gr(¢,(P’)). In determining the size of gr(i,(P’)), one sees that
the size of gr(un(P’)) is exponential in the size of @ if the degree of Q is
unbounded and polynomial in the size of @ if the degree of @ is bounded.
Moreover, the size of gr(iy(P’)) is exponential in the size of R. Thus the size
of gr(yn(P’)) is (at most) exponential in the size of P and, for a fixed h,
checking whether ¢y, (P’) has an answer set is in NEXPTIME.

Satisfiability checking of a predicate w.r.t. P = (Q, R) can then again be
done by starting with h = 0 and checking whether ¢, (P’) has an answer set.
If this is the case, we are done (by Theorem 4.33), otherwise, we repeat the
check for h = 1, and so on. This procedure involves at most k + 1 calls to an
NEXPTIME oracle.

Since k is double exponential in the size of P the above procedure to check
satisfiability runs in 2-EXPTIMEN*PTIME, O

14 Or equivalently, the local EFoLP ¢ U Pypy-
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We define semi-local EFoLPs and acyclic EFoLPs for which satisfiability
checking can be reduced to satisfiability checking w.r.t. local EFoLPs.

Definition 4.36. An EFoLP P = (Q, R) is semi-local if Q is semi-local.

One can translate a semi-local EFoLP (Q, R) to a local EFoLP (¢(Q), R)
where ¢ is defined as on pp. 124.

Theorem 4.37. Let P = (Q, R) be a semi-local EFoLP and p € upreds(P).
Then, p is satisfiable w.r.t. P iff p is satisfiable w.r.t. the local EFoLP
(¢(Q), R). Furthermore, the size of ($(Q), R) is linear in the size of P.

Proof. The proof is analogous to the proof of Theorem 4.15. a

Complexity upper bounds for semi-local EFoLLPs can then be obtained from
the upper bounds for local EFoLPs.

Theorem 4.38. Satisfiability checking w.r.t. semi-local EFoLPs is in
2-EXPTIMENEXPTIME

A similar extension of acyclic FoLLPs to the EFoLLP case does not work, i.e., an
EFoLP (Q, R) where @ is an acyclic FOLP can not be equivalently rewritten
as the local EFoLP (k(Q), R), where & is as on pp. 133.

Ezample 4.39. Take the EFoLP (Q, R) with @ the rule p(X) « ¢(X) and R
the rule ¢(a) < p(a). Then Q is acyclic and x(Q) is

p(X) — not ¢'(X)
¢'(X) — not ¢(X)

Then, ({a},{p(a),q(a)}) is an open answer set of the EFoLP (x(Q), R) but
the only open answer set of (Q, R) with universe {a} is ({a}, ).

If Q U R were acyclic then (@, R) would be equivalent to (k(Q), k(R)).

Theorem 4.40. Let P = (Q, R) be an EFoLP such that QU R is acyclic and
p € upreds(P). Then, p is satisfiable w.r.t. P iff p is satisfiable w.r.t. the local
EFoLP (k(Q),k(R)).

Proof. We have that p is satisfiable w.r.t. P iff p is satisfiable w.r.t. Q U
R isQur)- Since the latter is acyclic, we have, with Theorem 4.24, that p is
satisfiable w.r.t. QU R,y qur) iff p is satisfiable w.r.t. £(Q U Reisour)) =
K(Q)UK(R) css(quny iff p is satisfiable w.r.t. (k(Q), k(R)). Since @Q is an acyclic
FoLP (Q U R is acyclic), k(Q) is a local FOLP (Theorem 4.25) and thus
(k(@),k(R)) is a local EFoLP. O

Theorem 4.41. Satisfiability checking w.r.t. EFoLPs (Q, R) where Q U R is
acyclic is in 2-EXPTIMENPXPTIME

Proof. By the reduction in Theorem 4.40 and Theorem 4.35. a
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Another class of EFoLL.Ps, one that will prove useful in Chapter 6, are the free
acyclic EFoLPs.

Definition 4.42. An EFoLP P = (Q, R) is free acyclic if Q is acyclic and
Vo — € R,at ={q(s)} - q¢(X) Vnot ¢(X) —€ QUR.

where X = X if q is unary and X = (X,Y) if q is binary.

An EFoLP is thus free acyclic if its FoOLP part is acyclic and for each positive
atom in a head of a rule in R there is a free rule. One can then safely replace
unary atoms in ) by their double negation.

Theorem 4.43. Let P = (Q, R) be a free acyclic EFoLP and p € upreds(P).
Then, p is satisfiable w.r.t. P iff p is satisfiable w.r.t. the local EFoLP

(r(Q), R).

Proof. For the “only if” direction, assume p is satisfiable w.r.t. P, i.e., there
is an open answer set (U, M) of Q U R i qur) such that p(y) € M. One
can show, along the lines of the proof of Theorem 4.24, that (U, M’) with
M =MU{V(z)|blz) ¢ M,V € k(P)} is an open answer set of (k(Q), R).
For the “if” direction, assume p is satisfiable w.r.t. (k(Q), R), i.e., there is
an open answer set (U, M) of k(Q) U R.s(qQur) such that p(y) € M. Define
M’ = M\{V/(x)}, then (U, M’) is an open answer set of (Q, R) and p(y) € M.

e M’ is a model of (QU Rcts(QUR))]\U/I/- This is again along the lines of the

proof of Theorem 4.15.

e M’ is a minimal model of (Q U Rcts(QuR))]\U/I/- Assume not, then there is a
model N C M’ of (Q U R.ss(qur))Lr -

We prove that M’ C N'. Take | € M', we prove that [ € N’ by induction

on the maximum depth!® of PDG(Q) of the predicate preds(l) in I, which

is possible since @ is acyclic and PDG(Q) is finite!S.

— preds(l) has depth 0 in PDG(Q). Then, all rules o «— § € @ with
preds(l) in o™ are such that 3 is a set of of naf-atoms and/or equality
atoms. Consequently such o «+ 8 € k(Q) and it does not contain any
newly added b'(s)’s.

Since | € M we have that there is a | «— %[ € (k(Q) U Reys(ur))
with M |= 7] and M | o~ [|Unot 5[] originating from «f] < f]]
w(Q)u or afl — B € Rewsioun,

In the former case, § = B1[]'7, af] < B]] € Qu and M’ | a~[J U
not 3~ [] such that [ — 5[] € Q¥ with § = §7[]. Since N’ is a model
of QM le N'.

M
U
S

15 A predicate p has depth 0 if it has no successors in PDG(Q) and depth n if the
maximum depth of its successors in PDG(Q) is n — 1.

16 We assume that if I ¢ preds(Q), then the depth of [ is 0.

17 3% contains, if anything, only equality atoms since the depth of preds(l) is 0.
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In the latter case, there is a free rule L V not L «—€ @ U R such that
L[] =1 and thus [ Vnot | «€ (QU R.squr))u- Since I € M', we have

that | € (Q U Rusiqui) and I € N'.

Assume it is proved for literals | with depth of preds(l) at most n — 1
(IH).

Take ! with depth of preds(l) at most n. Then all rules o «+ (3,7 in Q
with preds(l) in o, where § is a set of unary atoms, and ~ the rest, are
such that the predicates in 3 and v have a depth of at most n —1. We
have that such o « not §',7 € k(Q) and ¥'(X) «— not b(X) € k(Q)
for b € preds(5).

Since | € M, we have that there is a | — v7[] € (k(Q) U Rcts(QuR))[I\]/[
with M T[], and | — T[] € 6(Q)¥ or | — T[] € R%S(QuR).
In the former case, | < T[] originates from a «a « not ;v € k(Q)
and thus M = a~[|Unot v~ [| Unot §'[].

We have that | — G[],7"[] € (QU Rcts(QuR))[I\J/F with the body true in
N'. Indeed, we have that o «— 8,7 € Q, and M’ E a~ [ Unot v~ [].
Furthermore, N’ = 3[] and N’ = ~T[], by the fact that M = 3[] and
M E ~*[] and the induction hypothesis. The former can be seen by
noting that M = not #']]. Take then a b(z) € B[], then ¥ (z) € 8]
such that b'(z) ¢ M and thus, by v'(X) <« not b(X) € k(Q), we have

that b(z) € M. Since N’ is a model of (Q U Rcts(QuR))g[ , we then have
that [ € N'.

In the latter case, | «— T[] € Ri\fs(QUR), there is a free rule L V
not L «—€ QU R such that L[] = [ and thus | V not | «—€ (Q U
R is(Qury)u- Since I € M', we have that [ «—¢ (Q U Rcts(QuR))]\U/I/ and
leN'.

Thus M’ C N’, a contradiction with N ¢ M’.

Theorem 4.44. Satisfiability checking w.r.t. free acyclic EFoLPs is in
9 _EXPTIMENEXPTIME

Proof. By the reduction in Theorem 4.43 and Theorem 4.35.
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Guarded Open Answer Set Programming

In Section 5.1, we reduce satisfiability checking w.r.t. arbitrary logic programs
to satisfiability checking of alternation-free fixed point logic formulas. We
identify in Section 5.2 syntactical classes of programs for which this FPL
translation falls into the decidable logic uGF or uLGF, i.e., guarded or loosely
guarded fixed point logic.

In Section 5.3, we introduce so-called generalized literals and modify the
translation to FPL in Section 5.4. Section 5.5 mirrors Section 5.2 and identifies
classes of programs with generalized literals that can be mapped to guarded
FPL. Finally, in Section 5.6, we relate the obtained languages under the open
answer set semantics to Datalog LITE which has a least fixed point model
semantics.

5.1 Open Answer Set Programming via Fixed Point
Logic

We assume, without loss of generality, that the predicates in a program P are
differently named than the constants in P and that each predicate g in P has
one associated arity, e.g., ¢(z) and ¢(z,y) are not allowed.

Definition 5.1. A program P is a p-program if the only predicate in P dif-
ferent from the (in)equality predicate is p.

For a program P, let in(Y) = U{Y # a | a € preds(P) U {0}}, i.e., a set of
inequalities between the variable Y and the predicates in P as well as a new
constant 0. For a sequence of variables Y, we have in(Y) = Uyevyin(Y).
For a predicate name p not appearing in an arbitrary program P, we can
rewrite P as an equivalent p-program P, by replacing every regular m-ary
atom ¢(t) in P by p(t, 0, q) where p has arity n, with n the maximum of the
arities of predicates in P augmented by 1, 0 is a sequence of new constants 0
of length n—m—1, and ¢ is a new constant with the same name as the original
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predicate. Furthermore, in order to avoid grounding with the new constants,
we add for every variable X in a non-free rule r € P and for every newly
added constant a in P,, X # a to the body. The rule in P, corresponding to
7o« [ € P is denoted as rp, : o — By, in(X) € P, for vars(r) = X.

FEzxample 5.2. Take a program P:
h(a, b) — q(X)
g(X)Vnot ¢(X) —
—q(a)
—q(b)

For a universe U = {z,a,b} of P, we have the open answer sets My = (U, )
and My = (U,{q(x), h(a,b)}). The translation P, is

pla,byh) — p(X,0,q9),X #0,X #h, X # ¢
p(X,0,q)Vnot p(X,0,q) —
»(a, 0, q)
p(b,0,9)

The open answer sets of this program can then be rewritten as open
answer sets of the original program (by leaving out all “wrong” literals
p(q,0,4q),p(0,0,q),p(h,0,q) that can be generated by the free rule).

«—
«—

Theorem 5.3. Let P be a program, p a predicate not in P, and q a predicate
in P. q is satisfiable w.r.t. P iff there is an open answer set (U, M') of the
p-program P, with p(x,0,q) € M'.

Proof. For the “only if” direction, assume (U, M) is an open answer set of P
that satisfies g, i.e., there is a g(x) € M. Let U’ = U U preds(P) U {0} and
M’ ={p(x,0,q) | g(x) € M}). Then (U’, M’) is an open interpretation of P,
and p(x,0,q) € M’. One can show that (U’, M’) is an open answer set of P,,.

For the “if” direction, assume (U’, M’) is an open answer set of P, with
p(x,0,q) € M'. Define U = U’\(preds(P)U{0}) and M = {q(x) | p(x,0,q) €
M’ Ax N (preds(P) U {0}) = 0}.

By Theorem 3.11 (pp. 65), we can assume that ¢ is a non-free predicate
(and we assume this throughout the rest of the chapter). Then there are no
free rules with a ¢(t) in the head such that there are no free rules with a
p(t,0,q) in the head in P,. Since there is a p(x,0,q) € M’, and (U',M’)
is an open answer set, there must be a rule 7[] in (P,)¥  such that M’ |=
in(Y)[] for Y the variables in the corresponding ungrounded rule r. Thus
x N (preds(P) U {0}) = 0, such that ¢q(x) € M, by definition of M.

Remains to show that (U, M) is an open answer set of P.

e M is a model of P[],w . This can be easily done.
e M is a minimal model of Pg[ . Assume not, then there is a model N C M
of PM. Define
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N ={p(x,0,q) | g(x) € N}
U{p(x,0,q) | p(x,0,q) € M’ Ax N (preds(P) U {0}) # 0} .

Clearly N’ C M’; one can show that N’ is a model of (P,)¥’, which leads
to a contradiction with the minimality of M’.
O

The translation of a program to a p-program does not influence the complexity
of reasoning.

Theorem 5.4. Let P be a program and p a predicate not in P. The size of
P, is polynomial in the size of P.

Proof. The size of a rule r € P is of the order v + k, with v the number of
variables and k the number of predicate names in r. The corresponding 7,
then contains an extra v x n inequality atoms for n = |preds(P) U {0}|, and
the size of r, is thus in general quadratic in the size of r. a

By Theorems 5.3 and 5.4, we can focus, without loss of generality, on
p-programs only. Since p-programs have open answer sets consisting of one
predicate p, fixed points calculated w.r.t. p yield minimal models of the pro-
gram as we will show in Theorem 5.8.

In [CHS82], a similar motivation drives the reduction of Horn clauses! to
clauses consisting of only one defined predicate. Their encoding does not in-
troduce new constants to identify old predicates and depends entirely on the
use of (in)equality. However, to account for databases consisting of only one
element, [CH82] needs an additional transformation that unfolds bodies of
clauses.

We can reduce a p-program P to equivalent formulas comp(P) in fixed
point logic. The completion comp(P) of a program P consists of formulas that
demand that different constants in P are interpreted as different elements:

a#b (5.1)

for every pair of different constants a and b in P, and where a # b = —(a = b).
comp(P) contains formulas ensuring the existence of at least one element in
the domain of an interpretation:

X - true . (5.2)

Besides these technical requirements matching FOL interpretations with open
interpretations, comp(P) contains the formulas in fix(P) = sat(P)Ugl(P)U
£pf(P), which can be intuitively categorized as follows:

e sat(P) ensures that a model of £ix(P) satisfies all rules in P,

! Horn clauses are rules of the form a « (3 where 3 is a finite set of atoms (i.e.,
negation as failure is not allowed).
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e gl(P) is an auxiliary component defining atoms that indicate when a rule
in P belongs to the GL-reduct of P, and

e fpf(P) ensures that every model of fix(P) is a minimal model of the GL-
reduct in P; it uses the atoms defined in g1(P) to select, for the calculation
of the fixed point, only those rules in P that are in the GL-reduct of P.

We interpret a naf-atom not a in a FOL formula as the literal —a. Moreover,
we assume that, if a set X is empty, \ X = true and \/ X = false. In the
following, we assume that the arity of p, the only predicate in a p-program is
n.

Definition 5.5. Let P be a p-program. The fixed point translation of P is
fix(P) = sat(P) Ugl(P) U fpf(P), where

1. sat(P) contains formulas
vY-A\B=\a (5.3)

for rules o — B € P with variables Y,
2. gl(P) contains the formulas

VY -r(Y) e Na= A -8~ (5.4)

for rules v : a < B3 € P? with variables Y,
3. £pf(P) contains the formula

vX - p(X) = [LFP WX.o(W,X)]|(X) (5.5)
with
d(W,X) = W(X)V \/ E(r) (5.6)
r:p(t)Va—peP
and
E(r)=3Y X1 =t A...AXp =t A\ BT [pIW] Ar(Y) (5.7)
where X = X1, ..., X, are n new variables, Y are the variables in r, W

is a new (second-order) variable and 3% [p|W] is B+ with p replaced by W.
The completion of P is comp(P) = £ix(P)U{(5.1),(5.2)}.

The predicate W appears only positively in ¢(W, X) such that the fixed point
formula in (5.5) is well-defined. By the first disjunct in (5.6), we have that
applying the operator ¢(U:M) (see pp. 57) to an arbitrary set S C U™ does
not lose information from S.

Theorem 5.6. Let P be a p-program and (U, M) an interpretation with S C
U"™. Then
S C pUM(s).

2 We assume that rules are uniquely named.
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Proof. Take x € S, then (U,M),W — S = W(x), such that, by (5.6),
(U,M),W — S = ¢(W,x). Thus, by (2.2), we have that x € ¢(U"M)(S). O

Ezxample 5.7. Take a p-program P
r:p(X) — p(X)

The completion comp(P) contains the formulas 3X - true, together with
fix(P) = sat(P) Ugl(P) U fpf(P), where

sat(P) ={vX - p(X) = p(X)},
ensuring that r is satisfied, and
gl(P) ={vX - r(X) & true},
saying that r belongs to every GL-reduct since there are no naf-atoms. Finally,
fpf(P) = {VvX1-p(X;) = [LFP WX;.0(W,X,)|(X1)},

with

(W, X1) = W(X1)VIX - X, = X AW(X)Ar(X).
The formula fpf(P) ensures that every atom in a FOL interpretation is mo-
tivated by a fixed point construction, using the available rule p(z) «— p(X).

Theorem 5.8. Let P be a p-program. Then, (U, M) is an open answer set of
P iff (U, M UR) is a model of \ comp(P), where

R={r(y) |7[Y |y]: o] = B[] € Pu, M = of] Unot B[], vars(r) =Y} .

Proof. Denote M UR as M'.
For the “only if” direction, assume (U, M) is an open answer set of P.
We show that (U, M’) is a model of comp(P).

(U, M’) is a model of (5.1). Immediate, since the domain U of the FOL in-
terpretation is also the universe of the open interpretation.

(U, M'’) is a model of (5.2). Immediate, U is non-empty by the definition of
universes.

(U, M’) is a model of sat(P). Takey1,...,yqs € Us.t. AB[Y1|v1,- .-, Yalyd]
is true in (U, M’). Ground § in the rule o < ( accordingly; we have that
M = not f7[]. It M = a~|], there is a not | € «f] such that M = not [,
and thus \/ «] is true in (U, M’).
If M | a~[], we have that at[] «— g¥[] € P} and thus there exists a
[ € at[] with M = [ such that \/ «[] is true in (U, M").

(U, M') is a model of gl(P). Takey = y1,...,yq and assume r(y) is in M.
By definition of M’, we have that r(y) € R, and thus vars(r) =Y, M
a  [Y|y],M = not 5~[Y]y] for r : @« <« 3, such that M’ = Ao~ [] and
M A6
For the other direction, take y = y1,...,yq and assume A o~ [Y|y] and
A 87 [Y|y] are true in M’, consequently, immediately by the definition
of M', r(y) e RC M'.
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(U, M') is a model of fpf(P). Take x for X and assume p(x) € M’. Thus,
p(x) € M. Since (U, M) is an open answer set we have that p(x) € T™ for
some 1 < 0.

Claim. x € ¢(U’M/) Tn,n<oo.

We prove the claim by induction on n.

n =1 (Base step). If p(x) € T there is some 1’ : p(x) « 1] € P}
originating from r : p(t) Va «— @ € P with variables Y = Y1,...,Yy
such that for [Yly], r[] = 7’ (and thus #[] = z; for 1 < i < n).
Furthermore, we have

o 0 B[P
e MEa[], and
e M Emnot 7.

Thus Ao~ [] and A —G7[] are true in M’, such that, by definition
of M’', r(y) € M’'. It follows immediately that E(r) is true in M.
Since 0 = B[] we do not use W to deduce the latter, such that
(U, M"),W — 0 = $(W,x), and thus x € ¢(TM) () = p(U:M") 1 1,

(Induction). Assume for every p(u) € 7" ! that u € ¢(M) 1 n — 1,
n—1 < oco. From p(x) € T", we have some 1’ : p(x) — [Y|y] € P}
originating from r : p(t) Va «— @ € P with variables Y = Y1,...,Yy
and such that for [Yly], r[] = ' (and thus ;][] = x; for 1 < i < n).
Furthermore, we have

o Tl B,
e MEa|[],and
e M Emnot 7.

Thus Ao~ [] and A =3[ are true in M’, such that, by definition of
M’ r(y) € M’. Since P is a p-program (3 contains only p-literals and
(in)equalities. Furthermore, the equalities in 7[] are true in M’. For
every regular p(u) € B¥[], we have that p(u) € 7”1, and thus, by
induction, that u € ¢{U:M) 1 n — 1. We have that U,M", W —
M) 1 n —1 = BE(r)[X|x], such that (U, M"),W — ¢{UM) 1
n—1FE ¢(W,x). Thus x € M) 1 .
From x € ¢(U'M) 1 n. n < oo, we have that x € ¢{U:M) 1 n C UM 1 ¢,
for a limit ordinal o such that ¢(U'M") 1 o = LFP((b(U’M/)). Then, we have
that x € LFP(¢("M")), and consequently, [LFP WX.¢(W, X)](x) is true
in (U, M") such that (5.5) is satisfied.

For the “if” direction, assume (U, M") is a model of comp(P). We show
that (U, M) is an open answer set of P. Denote {x | p(x) € M} as M.

1. From (5.1) and (5.2), we have that U is non-empty and interprets dif-
ferent constants as different elements. We assume that the elements that
interpret the constants in U have the same name as those constants.

2. M = LFP(¢{U:M)),

3 A" may contain equalities but no regular atoms.



5.1 Open Answer Set Programming via Fixed Point Logic 151

o M = ¢UMI(DT).

— M C ¢UM) (D). Immediate, with Theorem 5.6.

— M 2 ¢UMI (M. Assume x € ¢(UM) (D). Then by (2.2), we have
that (U, M"),W — M | ¢(W,x). Thus, by (5.6), we have either
that x € M, which means we are done, or thereis a r : p(t) V o «
B € P such that (U, M'),W — M = E(r)[X|x].

Then, there exist [Y]y] with
x = t],
(U,M"),W — M = +[p|W]]], such that M’ = 3*]], and
r(y) € M’, from which, since M’ is a model of g1(P), we have
that M' E Ao~ [J and M' = A\ —-57]].
Since M’ is a model of sat(P) we then have that p(t)[] € M’ and
thus p(x) € M, such that x € M.

e M is a least fixed point. Assume there is a Y C U™ such that ¥ =
P UM (V). We prove that M C Y. Take x € M, then p(x) € M’
Since M’ is a model of £pf(P), we have that x € LFP(¢(U"M)). And
since LEP(¢(U"M)) C Y, we have that x € Y.

3. M is a model of P}. Take a rule 7’ : p(x) < BH[Y|y] € P} originating
from r : p(t) Va «— B € P with variables Y = Y7,...,Y; and such that
for [Yly], r[] = 7’ (and thus ¢;[] = z; for 1 < ¢ < n). Furthermore, we
have

e Mo,
e M Enot 87

Assume M E 71[], we then have that
. Mo,

o M Emnot 7],

o M.

Since M’ is a model of sat(P), we then have that p(x) € M’, and thus
p(x) € M.

4. M is a minimal model of P[],W. Assume not, then thereisa N C M, N a
model of P}. Take N = {x | p(x) € N}, we show that N is a fixed point
of pUM) je, N = pUM)I(N).

o N C ¢(U"M)(N). Immediate, with Theorem 5.6.
o N D ¢WM)(N). Assume x € ¢U"M)(N). Then by (2.2), we have
that (U, M'),W — N | ¢(W,x). Thus, by (5.6), we have either that

x € N, which means we are done, or thereisar: p(t)Va «— g€ P

such that (U, M'),W — N | E(r)[X|x].

Then, there exist [Y]y] with

- x=t],

(U,M"),W — N |= 3% [p|W][], such that N |= %],

- r(y) € M, from which, since M’ is a model of g1(P), we have that
M’ = Aa~[] and thus M’ = A-87[], and thus M E o~ [] and
M [ not 7).

Thus p(x) < BT[] € P} with the body true in N, such that, since N

is a model of P}, we have that p(x) € N, and x € N.
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Thus N is a fixed point of ¢(U"M") Since M = LFP((b(U*M,)), we have
that M C N, which is a contradiction with N C M, and M is indeed a
minimal model of ng .

O

Ezample 5.9. For a universe U = {z} we have the unique open answer set
(U,0) of P in Example 5.7. Since U is non-empty, every open answer set with
a universe U satisfies 3X - true. Both (U, M1 = {p(z),r(x)}) and (U, My =
{r(z)}) satisty sat(P)Ugl(P). However, LFP(¢(V:*1)) = LFP(p(U:M2)) = (),
such that only (U, M) satisfies £pf(P); (U, M3) corresponds exactly to the
open answer set (U, () of P.

The completion in Definition 5.5 differs from Clark’s completion [Cla87] both
in the presence of the fixed point construct in (5.5) and atoms represent-
ing membership of the GL-reduct. For p-programs P Clark’s Completion
ccomp(P) does not contain gl(P) and fpf(P) is replaced by a formula that
ensures support for every atom by an applied rule

VX - p(X) = \/ D(r)
rip(t)Va—pBeP

with
D(r)=3Y - Xy =t A...AXy=toa AN\BA o .

Program P in Example 5.7 is the open ASP version of the classical example
p < p [LLO3]. There are FOL models of ccomp(P) that do not correspond to
any open answer sets: both ({z}, {p(x)}) and ({z},?) are FOL models while
only the latter is an open answer set of P.

Ezample 5.10. Take the program P

Ty :p(X,a)<—n0tp(X,b),X7éa,X7éb
r2:p(Xub)HnOtp(Xua’)vX#aaX#b

which has, for a universe U = {z, a, b}, two open answer sets M7 = {p(x,a)}
and My = {p(z,b)}. sat(P) contains the formulas

VX - —p(X,D)ANX AaANX £b=p(X,a),

and
VX - —p(X,a) ANX £aNX #b=p(X,b).

gl(P) is defined by the formulas VX - 7/(X) & —p(X, D) AX #aANX #D
and VX - rp(X) & —p(X,a) A X # a A X #b. Finally, £fpf(P) is

VX1, Xo p(Xy,Xe) = [LFP WX, Xo.0(W, X, X2)][( X1, Xo)

with
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(W, X1, Xz) = W(X1, X2)
VX -Xi=XAXs :a/\rl(X)
VX -Xi=XAXs :b/\T‘Q(X) .

To satisfy sat(P) a model must contain p(z, a) or p(x,b). Taking into account
gl(P), we then distinguish three different classes of models, represented by

M{ ': {p(xva)a_'p(va)aTl(x)v_‘TQ(I)} )
Mé E {-p(z,a),p(z,b), r1(z),r2(2)} ,
Mé ': {p(xaa)vp(xab)aﬁrl(l'%ﬁT'Q(!T)} .

Now, we have that LFP(¢(V:M3)) = (), such that fpf (P) is not satisfied by Mj.
Furthermore, LFP(¢(U"M)) = {(z,a)} and LFP(¢(V"M2)) = {(z,b)}. Thus,
in order to satisfy fpf(P), we have that M| = {p(x,a),r(z)} and M} =
{p(z,b),r2(x)}, which correspond to the open answer sets of P.

Theorem 5.11. Let P be a p-program. The size of /\ comp(P) is quadratic in
the size of P.

Proof. If the number of constants in a program P is ¢, then the number
of formulas (5.1) is c(c — 1), which yields the quadratic bound. The size
of sat(P) is linear in the size of P, as is the size of gl(P) (with |P| new
predicates). Finally, each E(r) in £pf(P) is linear in the size of r, such that

fpf(P) is linear in the size of P. O

Theorem 5.12. Let P be a program, p a predicate not appearing in P, and q
an n-ary predicate in P. q is satisfiable w.r.t. P iff p(X,0,q) A\ comp(P,) is
satisfiable. Moreover, this reduction is polynomial in the size of P.

Proof. Assume ¢ is satisfiable w.r.t. P. By Theorem 5.3, we have that p(x, 0, q)
is in an open answer set of P,, such that, with Theorem 5.8, p(x,0, ¢) is in a
model of comp(P,).

For the opposite direction, assume p(X,0,q) A A comp(P,) is satisfiable.
Then there is a model (U, M’) of A comp(P) with p(x,0,q) € M'. We have
that M’ = M U R as in Theorem 5.8, such that (U, M) is an open answer set
of P, and p(x,0, ¢) € M. From Theorem 5.3, we then have that ¢ is satisfiable
w.r.t. P.

By Theorem 5.11, the size of A comp(P,) is quadratic in the size of P,.
Since the size of the latter is polynomial in the size of P by Theorem 5.4, the
size of A comp(P,) is polynomial in the size of P. O

5.2 Guarded Open Answer Set Programming

We repeat the definitions of the loosely guarded fragment [Ben97] of first-order
logic as in [GW99]: The loosely guarded fragment LGF of first-order logic is
defined inductively as follows:
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(1) Ewvery relational atomic formula belongs to LGF.

(2) LGF is closed under propositional connectives =, A, V, =, and <.

(3) If(X,Y)* s in LGF, and a(X,Y) = a1 A... Ay, is a conjunction of
atoms, then the formulas

Y - a(X,Y) A (X, Y)
VY - a(X,Y) = (X, Y)

belong to LGF (and a(X,Y) is the guard of the formula), provided that
free(v) C free(a) = X UY and for every quantified variable Y € Y and
every variable Z € X UY there is at least one atom o that contains both
Y and Z (where free(y) are the free variables of v).

The loosely guarded fized point logic pLGF is LGF extended with fixed point
formulas (2.1) where (W, X) is a uLGF formula such that W does not appear
in guards. The guarded fragment GF is defined as LGF but with the guards
a(X,Y) atoms instead of a conjunction of atoms. The guarded fized point
logic uGF is GF extended with fixed point formulas where (W, X) is a uGF
formula such that W does not appear in guards.

Ezample 5.13. The infinity axiom in Example 2.27 (pp. 58) is a uGF formula
where all the formulas are guarded by F(X,Y).

Ezample 5.14 ([GW99]). Take the formula
W X<YAN(WANVZ- (X <ZANZ<Y)=%(2)) .

This formula is not guarded as the formula VZ - (X < ZAZ <Y) = ¢(2)
has no atom as guard. It is however loosely guarded.

Definition 5.15. A rule r : o < (3 is loosely guarded if there is a v, C 5T
such that every two variables X andY from r appear together in an atom from
Yb; we call v, a body guard of r. It is fully loosely guarded if it is loosely
guarded and there is a v, C a~ such that every two variables X and Y from
r appear together in an atom from ~yp; vn is called o head guard of r.

A program P is a (fully) loosely guarded program ((F)LGP) if every non-
free rule in P is (fully) loosely guarded.

Ezxample 5.16. The rule in Example 5.7 is loosely guarded but not fully loosely
guarded. The program in Example 5.10 is neither fully loosely guarded nor
loosely guarded. A rule

a(X)Vnot g(X,Y,Z) —not (X, Y),f(X,Y),f(X,Z),h(Y,Z),not ¢(Y)
has a body guard {f(X,Y), f(X, Z),h(Y, Z)} and a head guard {¢(X,Y, Z)}.

* Recall that (X, Y) denotes a formula whose free variables are all among X UY
(JANBO9S], pp. 236).
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Definition 5.17. A rule r : a < [ is guarded if it is loosely guarded with a
singleton body guard. It is fully guarded if it is fully loosely guarded with body
and head guards singleton sets.

A program P is a (fully) guarded program ((F)GP) if every non-free rule
in P is (fully) guarded.

In [GHOO2] it is noted that a singleton set {b} C U for a universe U is always
guarded by an atom b = b. With a similar reasoning one sees that rules with
only one variable X can be made guarded by adding the guard X = X to the
body. E.g., a(X) <« not b(X) is equivalent to a(X) «— X = X, not b(X).
Every F(L)GP is a (L)GP, and we can rewrite every (L)GP as a F(L)GP.

Ezample 5.18. Therule p(X) «— p(X) can be rewritten as p(X) V not p(X) «
p(X) where the body guard is added to the negative part of the head to func-
tion as the head guard. Both programs are equivalent: for a universe U, both
have the unique open answer set (U, ).

Formally, we can rewrite every (L)GP P as an equivalent F(L)GP Pf, where
P! is P with every o « (3 replaced by a U not B+ «— 3.

One can consider the body guard of a rule in a loosely guarded program P
as the head guard such that P! is indeed a fully (loosely) guarded program.

Theorem 5.19. Let P a (L)GP. Then, P' is a F(L)GP.

Proof. Let P be a (L)GP. We show that every non-free rule r : a U not 87 «
B € P!is fully (loosely) guarded. Since a « 3 is a non-free rule of P, we
have that there is a body guard v, C 87, and thus r is (loosely) guarded.
Furthermore, v, C (o Umnot B7)" such that «, is a head guard of r and r is
fully (loosely) guarded. O

A rule is vacuously satisfied if the body of a rule in P! is false and consequently
the head does not matter; if the body is true then the newly added part in
the head becomes false and the rule in P! reduces to its corresponding rule in
P.

Theorem 5.20. Let P be a program. An open interpretation (U, M) of P is
an open answer set of P iff (U, M) is an open answer set of Pf.

Proof. For the “only if” direction, assume (U, M) is an open answer set of P.

e M is amodel of (P")M. Take a rule (o U not BT — 8" € (PHM with
~ M E (aUnot 89,
~ M= not B,
originating from a U not g+ «— g € Pf with o «— 3 € P. Furthermore,
- MEal,
- M Enot B[]
Thus af]” — BT € PM. Take M |= 8], then 3l € a*[] - M = [, and
thus [ € (aUnot SH)]]7.
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e M is a minimal model of (P")¥. Assume not, then there is amodel N ¢ M
of (PHYM. We show that N is a model of P}, which leads to a contradiction
with the minimality of M. Take a rule of]" « 8]" € PY with
- MEaof,

- M Enot 3]

originating from a «— 3 € P. Take N = S[]" (then M |= 8[]7). For the
corresponding o U not BT «— 3 in Pf, we have that

~ M E (aUnot 81)]]" . Indeed, M = «of]” and M E (not BT[])” = pT.
M=ot 6,

such that (a Unot 1)[|7 — g7 € (P")Y. Since N is a model we have
that 3 € (aUnot Y] =]t - N E L

For the “if” direction, assume (U, M) is an open answer set of P!.

e M is a model of P}!. This can be done similarly as the above case where
N was shown to be a model.

e M is a minimal model of Pg[ . Assume not, then there is a model N C M
of PY. One can again show that N is a model of (P)M which leads to a
contradiction with the minimality of M.

O

Since we only copy (a part of) the bodies to the heads, the size of P! only
increases linearly in the size of P.

Theorem 5.21. Let P be a program. The size of P! is linear in the size of
P.

Proof. Immediate. O

We have that the construction of a p-program retains the guardedness prop-
erties.

Theorem 5.22. Let P be a program. Then, P is a (F)LGP iff P, is a
(F)LGP. And similarly for (F)GPs.

Proof. We only prove the LGP case, the cases for FLGPs and (F)GPs are
similar.

For the “only if” direction, take a non-free rule 7, : ap — 3,,in(X) € P,
and two variables X and Y in r,. We have that r : o < [ is a non-free
rule in P by the construction of P, and X and Y are two variables in 7,
such that there is a v C 3 with either a regular atom ¢(t) that contains
X and Y or an equality atom X = Y in 7. In the former case, we have
that p(t,0,q) € v, C ﬁp+ such that r, is loosely guarded. In the latter case,
X =Y € v, such that again r, is loosely guarded.

For the “if” direction, take a non-free r : @ <+ 8 € P and two variables
X and Y in r. Then 7, : ap < fp,in(X) is non-free in P, and X and ¥
are variables in 7,. Thus, there is a v, C (6, Uin(X))" = 8, with an atom
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containing the two variables X and Y. Then v C #% with an atom in ~
containing X and Y.
O

For a fully (loosely) guarded p-program P, we can rewrite comp(P) as the
equivalent 1(L)GF formulas gcomp(P). gcomp(P) is comp(P) with the follow-
ing modifications.

e Formula (5.2) is replaced by
31X .- X=X, (5.8)

such that it is guarded by X = X.
e Formula (5.3) is removed if r : @ < 3 is free or otherwise replaced by

VY- A=\ eavV/=6\w v\ 6, (5.9)

where 75 is a body guard of r, thus we have logically rewritten the for-
mula such that it is (loosely) guarded. If r is a free rule of the form
q(t) V not q(t) «— we have VY - true = ¢(t) V —¢(t) which is always
true and can thus be removed from comp(P).

e Formula (5.4) is replaced by the formulas

VY - r(Y) = o A \-8" (5.10)

and
VY - Ayn = r(Y) v/ B8~V \/ = \m) (5.11)

where 7y, is a head guard of o «+— (3. We thus rewrite an equivalence as two
implications where the first implication is guarded by r(Y) and the second
one is (loosely) guarded by the head guard of the rule — hence the need
for a fully (loosely) guarded program, instead of just a (loosely) guarded
one.

e For every E(r) in (5.5), replace E(r) by

E'(r)y= N\ Xi=t; A3Z- (\BTIWIAr(Y)[t: € YIXi], (5.12)
&Y

with Z = Y\{¢t; | t; € Y}, i.e.,, move all X; = t; where t; is constant out of
the scope of the quantifier, and remove the others by substituting each t;
in A\ 37 [p|W]Ar(Y) by X;. This rewriting makes sure that every variable
in the quantified part of E'(R) is guarded by r(Y)[t; € Y|X;].

Example 5.23. For the fully guarded p-program P containing a rule
p(X) V not p(X) — p(X)

with body and head guard {p(X)}, one has that sat(P) = {VX - p(X) =
p(X)V-p(X)}, gl(P) = {VX - r(X) & p(X)} and the formula ¢(W, X;)
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in fpf(P) is (W, X1) = W(X1)VIX - X5 = X AW(X) Ar(X). gcomp(P)
translates sat(P) identically and rewrites the equivalence of gl(P) as two
implications resulting in guarded rules. The rewritten ¢(W, X;) is W(X;) V
(W(X1) Ar(X1)). There is no quantification anymore in this formula since
X was substituted by X;. Clearly, for a universe {x}, we have that the open
answer set of the program is ({x},(), which corresponds with the unique
model of gcomp(P) for a universe {z}.

The translation gcomp(P) is logically equivalent to comp(P) and, moreover, it
contains only formulas in (loosely) guarded fixed point logic.

Theorem 5.24. Let P be a fully (loosely) guarded p-program. (U, M) is a
model of )\ comp(P) iff (U, M) is a model of \ gcomp(P).

Proof. Clearly (U, M) = (5.2) iff (U, M) |= (5.8). Assume formula (5.3) is re-
placed by (5.9) (and thus o < (3 is non-free). Since the latter is logically equiv-
alent with the former, we have (U, M) | (5.3) iff (U, M) = (5.9). Moreover if
a « (s free, i.e., of the form ¢(t) V not ¢(t) < we have that (U, M) |= (5.3)
iff (U, M) E=VY -true = ¢(t) V —q(t), which is always satisfied. It is easy to
see that (U, M) = (5.4) it (U, M) E (5.10) and (U, M) = (5.11).

Finally, we show that for any substitution [X]|x],

(U,M) £ E(r)[Xx] <= (U,M) | E'(r)[X|x] .

Assume (U, M) E E(r)[X|x]. We can move out the X; = t; where t; is a
constant, such that (U, M) = A[X|x] A (Y - /\tjeY X, = t; A B)[X|x] with
A= Aoy Xi =t and B = \B*[p|W] Ar(Y). Thus, there exists a [Y]y]
such that (U, M) = AX[x] A (A, ey X; =1t; A B)[X[x,Y|y] which is well-
defined since X and Y are disjoint. By /\tjeY X; =t; we have that t; € Y
is grounded by x;, and thus, we can first substitute every t; € Y by X, and
since the mapping of the ¢; € Y is taken care of by [X|x], we can restrict
ourselves to Y\{t; | t; € Y} for [Y]y]. Thus, (U, M) | AX|x] A B[t; €
Y| X[ X%, Y\{t; | t; € Y}|z] where every z, =y, for Y, € Y\{¢; | t; € Y}
And thus (U, M) = AX|x]AB[t; € Y|X;][Y\{t; | t; € Y}|z][X]|x] such that,
with Z = Y\{¢; | t; € Y}, we have that (U, M) = E'(r)[X|x].

For the other direction, assume (U, M) = E’'(r)[X|x]. Then (U, M) E
AIX|x] A Blt; € Y|X;][Z]z][X]|z]. Since t; gets substituted by X; and X; is
grounded with x; we have that A\, .y X; = ; is true w.r.t. to the latter [].
We have that Z = Y\{¢t; | t; € Y} such that [Y]|y] = [t; € Y|xi][Z|z] is well-
defined. We then have that (U, M) = A[X[x]A(A\, ey X; = t; A B)[Y]y][X]x].
And thus, (U, M) E 3Y - (A A B)[X|x], such that (U, M) E E(r)[X|x]. O

Theorem 5.25. Let P be a fully (loosely) guarded p-program. Then, the for-
mula )\ gcomp(P) is a u(L)GF formula.

Proof. We first show that [LFP WX.¢'(W, X)](X) is a valid fixed point for-
mula, with ¢'(W,X) equal to ¢(W,X) with E’(r) instead of E(r). We have



5.2 Guarded Open Answer Set Programming 159

that all free variables are still in X, since only X; = t; where ¢; is constant
is moved out of the scope of the quantifier in E(r) and all other ¢; where
substituted by X; such that Z in E(r) bounds all other variables than X.
Furthermore, p appears only positively in ¢'.

We next show that A gcomp(P) is a pLGF formula if P is fully loosely
guarded; the treatment for yGF formulas if P is fully guarded is similar.

Formula (5.8) is guarded with guard X = X.
Formula (5.9) corresponds with a non-free rule o «— 8 with a body guard
Yo; thus vars(a — ) C vars(yp).
— free(\/aV V(BT \1)VVB") CY = vars(a «— B) = vars(y) =
free(A vp)-
— Take two variables Y; and Y; from Y, then Y; € vars(a « () and
Y; € vars(a < 3), such that ¥; and Y} are in an atom from ~;.
Formula (5.10) is guarded with guard r(Y).
Formula (5.11):
— For a non-free rule a < (8 with a head guard ;. Can be done similarly
as formula (5.9).
— If a « S is free, i.e., of the form ¢(t)V not ¢(t) «— , we have that
v = {q(t)}, and formula (5.11) is of the form VY - ¢(t) = r(Y).
free(r(Y)) =Y = vars(a «— ) = vars(q(t)) = free(\ vn).
Take two variables Y; and Y; from Y, then Y; € vars(a « () and
Y; € vars(a «— (), such that Y; and Y; are in vars(q(t)) = free(vys).
e For the last case, we need to show that ¢'(X) is a pLGF formula where
W does not appear as a guard. We show that for each r : a «— g, 3Z -
(A BT pIW] Ar(Y))[t; € Y|X;] is a guarded formula with guard »(Y)(].
Thus W does not appear as a guard.
= hree((A BT IW] A P(Y))t € YIX) = Y\{t: | i € YYU{X, |t €
Y} = free(r(Y)[]).
— Take a quantified variable Z € Y\{¢; | t; € Y} and U from Y\ {¢; |
t; € YIU{X; |t € Y}, then Z and U appear in 7(Y)]].
O

Since gcomp(P) is just a logical rewriting of comp(P) its size is linear in the
size of comp(P).

Theorem 5.26. Let P be a fully (loosely) guarded p-program. The size of
gcomp(P) is linear in the size of comp(P).

Proof. The size of formula (5.8) is linear in the size of (5.2). Formula (5.9) is
just a shuffling of (5.3). Every formula (5.4) is replaced by two shuffled for-
mulas. Finally, E'(r) is E(r) with the movement of some atoms and applying
a substitution, thus the size of E’(r) is linear in the size of E(r). O

Theorem 5.27. Let P be a (L)GP and q an n-ary predicate in P. q is sat-
isfiable w.r.t. P iff p(X,0,q) A /\gcomp((Pf)p) is satisfiable. Moreover, this

reduction is polynomial in the size of P.
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Proof. By Theorem 5.19 and 5.22, we have that (Pf)p is a fully (loosely)
guarded p-program, thus the formula A gcomp((Pf)p) is defined. By Theorem
5.20, we have that ¢ is satisfiable w.r.t. P iff ¢ is satisfiable w.r.t. Pf. By
Theorem 5.12, we have that g is satisfiable w.r.t. P! iff p(X, 0, q)/\comp((Pf)p)
is satisfiable. Finally, Theorem 5.24 yields that ¢ is satisfiable w.r.t. P iff
p(X,0,q) A /\gcomp((Pf)p) is satisfiable.

Theorem 5.21, Theorem 5.12, and Theorem 5.26 yield that this reduction
is polynomial. O

For a (L)GP P, we have, by Theorem 5.25, that /\gcomp((Pf)p) is a u(L)GF
formula such that the formula p(X,0,q) A /\gcomp((Pf)p) is as well. Since
satisfiability checking for p(L)GF is 2-EXPTIME-complete (Theorem [1.1] in
[GW99]), satisfiability checking w.r.t. P is in 2-EXPTIME.

Theorem 5.28. Satisfiability checking w.r.t. (L)GPs is in 2-EXPTIME.

An answer set of a program P (in contrast with an open answer set) is defined
as an answer set of the grounding of P with its constants, i.e., M is an answer
set of P if it is a minimal model of chﬁ( Py As is common in literature, we
assume P contains at least one constant.
We can make any program loosely guarded and reduce the answer set
semantics for programs to the open answer set semantics for loosely guarded
programs. For a program P, let P® be the program P, such that for each rule
r in P and for each pair of variables X and Y in r, g(X,Y") is added to the
body of r. Furthermore, add g(a, b) — for every a,b € cts(P). Note that we
assume, without loss of generality, that P does not contain a predicate g.

Ezample 5.29. Take a program P

9(X) = f(X,Y)
fla, Y)Vnot f(a,Y) «

such that cts(P) = {a}, and P has answer sets {f(a,a),q(a)} and (). The
loosely guarded program P* is

Q(X) — g(X,X),g(Y, Y),9(X, Y)vf(Xv Y)
fla, YY)V not f(Ez, Y§ —g(Y,Y)
g(a,a) —

For a universe U, we have the open answer sets (U, { f(a, a), ¢(a), g(a,a)} and
(U {g(a,a)}).

The newly added guards in the bodies of rules together with the definition
of those guards for constants only ensure a correspondence between (normal)
answer sets and open answer sets where the universe of the latter equals the
constants in the program.

Theorem 5.30. Let P be a program. M is an answer set of P iff (cts(P), MU
{g9(a,b) | a,b € cts(P)}) is an open answer set of PS.
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Proof. Define (U = cts(P), M’ = M U {g(a,b) | a,b € cts(P)}).
For the “only if” direction, assume M is an answer set of P, i.e., M is

a minimal model of PM

wts(p)- We have that U # () by the assumption that P

contains at least one constant, thus U is a universe for P2.

e M’ is amodel of Pg]\U/I/.

Take a rule o[ — 4[], 31| € PeM’ with M’ |= 4[] U 8+ originating
from o «— 7,0 € P% where v = {g(X,Y) | X,Y € vars(P)} and
M’ Enot 7] and M' = o [].

Then o «— f € Pand M = not §7[] and M = o [], such that
atl] « gt € PY. With M |= 8%]], U = cts(P), and M a model of
P we then have that 31 € a*[]- M = [, and thus M’ |= 1.

Take a rule g(a,b) «— € Pg[]\fl. We have that, by definition of M’,
g(a,b) € M'.

e M’ is a minimal model of ngl. Assume not, then there is a model N’ C

M

' of PEM’ Define N = N'\{g(a,b) | a,b € cts(P)}.

N C M. This follows from g(a,b) € N’ iff g(a,b) € M': M’ contains a
g(a,b) for all a,b € cts(P), and so does N’ by the rules g(a,b) — €
PgJ\U/I’ and N’ being a model of Pgﬁ‘[(.

N is a model of PCtMS Py’ which is a contradiction with the minimality of
M. Take a rule at[] « 87| € Pcl‘t/[s(P) with M = ][] originating from
a— e Pand M =not 7] and M = o []. Then o — v,8 € P
with v = {¢(X,Y) | X,Y € vars(a < ()}. Since M’ |= not 5[] and
M' = a7 ] and [] is a grounding in U, we have that at[] — «[], 37| €
pell’,

Sin[ée N | pt[], N' E g*]]. Take g(a,b) € ~[]. Since g(a,b) «— €
PgAU/I/ and N’ is a model, N’ = ¢(a,b). And thus N’ = ~[]. Thus
dl e a™]]- N’ =1, and thus N = 1.

For the “if” direction, assume (U, M) is an open answer set of P®.

M is a model of PctMS(P). This can be done similarly as the above case
where N was shown to be a model.

M is a minimal model of ch‘fs( Py Assume not, then there is a model
N C M of ch‘fs(P). Define N’ = N U {g(a,b) | a,b € cts(P)}. Then
N’ € M’ and one can again show that N’ is a model of ngl, which

leads to a contradiction with the minimality of M’.
O

Theorem 5.31. Let P be a program. The size of P® is quadratic in the size

of P.

Proof. If there are ¢ constants in P, we add ¢? rules g(a,b) « to P%. Fur-
thermore, the size of each rule grows also grows quadratically, since for a rule
with n variables we add n? atoms g(X,Y) to the body of r. O

By construction, P* is loosely guarded.
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Theorem 5.32. Let P be a program. P® is a LGP.
Proof. Immediate. O

We can reduce checking whether there exists an answer set containing a lit-
eral to satisfiability checking w.r.t. the open answer set semantics for loosely
guarded programs.

Lemma 5.33. Let P be a LGP with an open interpretation (U, M) and U’ C
U such that M contains only terms from U’. Then, (U, M) is an open answer
set of P iff (U', M) is an open answer set of P.

Proof. For the “only if” direction, assume (U, M) is an open answer set of P.

e M is a model of P}Y. Take a rule a™[] « g*[] € P¥ with M | 87
originating from « < [ such that
- M ': CY_[],

- M not g7,

— [} grounds in U".

Since U’ C U, [] grounds in U and a*[] « g+[] € PM. M is a model of

P} such that 3l € at[]- M = 1.

e M is a minimal model of P[],V,[. Assume not, then there is a N C M, N
model of ng . We prove that IV is a model of P[],w , which is a contradiction
with the minimality of M.

Take a rule ot [] « BT[] € PM with N |= 37| originating from r : a« « 8

such that

- M ': CY_[],

- M= not g7,

— [} grounds in U.

Since N C M we have that M = 1[]. We distinguish between two cases:

— risfree. Then r is of the form ¢(t) V not ¢q(t) < , such that ¢(t)[] — €
P} Since M is a model of P}, we have that ¢(t)[] € M. M contains
only terms from U’ such that ¢(t)[] «— € P}/ and ¢(t)]] € N since N
is a model of P}/.

— 1 is non-free. Every variable in r is grounded by [] in U’. Indeed, take
X in vars(a < 3), then there is a ¢(t) € 87 with X € t since P is a
LGP such that ¢(t)[] € M, and, since M contains only terms from U’,
X[ eU".

Thus [] grounds in U’ and o[ «— B[] € P}/. N is a model of P}/
such that 3l € ™[] - N = L.

For the “if” direction, assume (U’, M) is an open answer set of P. Showing
that (U, M) is an open answer set of P can be done using the same reasoning
as above. O

Theorem 5.34. Let P be a program and q an n-ary predicate in P. There is
an answer set M of P with q(a) € M iff q is satisfiable w.r.t. P8. Moreover,
this reduction is quadratic.
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Proof. For the “only if” direction, assume there is an answer set M of P with
g(a) € M. Then, by Theorem 5.30, (cts(P), M U{g(a,b) | a,b € cts(P)}) is
an open answer set of P% and ¢g(a) € M U{g(a,b) | a,b € cts(P)}, such that
q is satisfiable w.r.t. P®.

For the “if” direction, assume q is satisfiable w.r.t. P8. Then there exists
an open answer set (U, M') of P# with a ¢(x) € M. We have that cts(P) C U.

Claim. M’ contains only terms from cts(P).

Assume the claim does not hold, thus there is a r(y) € M’ with some
y € y such that y & cts(P). Since (U, M') is an open answer set there is a
r(y) < 7,87 € Pg,I‘J/[, originating from r(t) Va «— 7,8 € P such that
~[] € M’. Since y is not constant the corresponding ¢ (i.e., such that ¢[] = y)
is a variable. And thus, since all rules are loosely guarded, we have that there
is some g(t,Y) € v with ¢g(y,Y[]) € v[]. Thus, since M’ |= ~[], we have that
there must be an applied rule with head g(y, Y[]) in P&} ". However, the only
rules in P& with a g-predicate in the head have constants as arguments, thus
y € cts(P), a contradiction, and the claim holds.

M’ contains every g(a,b) for a,b € cts(P) such that we can write
M’ = MU{g(a,b) | a,b € cts(P)}. Furthermore, since cts(P) C U by defini-
tion of universes and since P*® is a LGP, Lemma 5.33 is applicable such that
(cts(P), M’) is an open answer set of P&. By Theorem 5.30, we have that M
is an answer set of P and ¢(x) € M. O

Theorem 5.35. Satisfiability checking w.r.t. LGPs is NEXPTIME-hard.

Proof. By [DEGVO01, Bar03] and the disjunction-freeness of the GL-reduct
of the programs we consider, we have that checking whether there exists an
answer set M of P containing a ¢(a) is NEXPTIME-complete. Thus, by Theorem
5.34, satisfiability checking w.r.t. a LGP is NEXPTIME-hard. O

A similar approach to show NEXPTIME-hardness of GPs instead of LGPs
does not seem to be directly applicable. E.g., a naive approach is to add
to the body of every rule r in a program P, an n-ary guarding atom
9(Xq1,..., Xp, ... Xg), k < n, with n the maximum number of different vari-
ables in rules of P and X, ..., X} the pairwise different variables in 7. Fur-
thermore, one need to enforce that for an open answer set and n constants
ai,...,an, glay,...,ay,) is in the answer set, and vice versa, if g(x1,...,2,) is
in the open answer set then x1,...,x, € cts(P). This amounts to adding ¢"
rules g(ay,...,a,) < for constants ai,...,a, € cts(P) where c is the number
of constants in P. Since n is not bounded, this transformation is, however,
not polynomial.

In Section 5.6, we improve® on Theorem 5.35 and show that both satisfi-
ability checking w.r.t. GPs and w.r.t. LGPs is 2-EXPTIME-hard.

5 Note that P C Np C EXPTIME C NEXPTIME C 2-EXPTIME C ... where
P C EXPTIME, EXPTIME C 2-EXPTIME, ..., and NP C NEXPTIME, NEXPTIME C
2-NEXPTIME, ..., see, e.g., [Pap94, Tob01].
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5.3 Open Answer Set Programming with Generalized
Literals

In this section, we extend the language of logic programs with generalized
literals and modify the open answer set semantics to accommodate for those
generalized literals.

A generalized literal is a first-order formula of the form

VY - =1,

where ¢ is a finite boolean formula of atoms (i.e., using —, V, and A) and
1 is an atom; we call ¢ the antecedent and v the consequent. We refer to
extended literals (i.e., atoms and naf-atoms since we assume the absence of
—) and generalized literals as g-literals. For a set of g-literals o, o® = {I |
I generalized literal in o}, the set of generalized literals in o. We extend o™
and a~ for g-literals as follows: a® = (a\eX)" and o= = (a\o®)”; thus
a=at Unot a” UcaX.

A generalized program (gP) is a countable set of rules o« 3, where a is a
finite set of extended literals, |a*| < 1, 3 is a countable® set of g-literals, and
Vt,s-t = s & aT, ie., o contains at most one positive atom, and this atom
cannot be an equality atom. Furthermore, generalized literals are ground if
they do not contain free variables, and rules and gPs are ground if all g-literals
in it are ground.

For a g-literal I, we define vars(l) as the (free) variables in [. For a rule
r, we define vars(r) = U{wvars(l) | I g-literal in r}. For a set of atoms I, we
extend the |= relation, as originally defined on pp. 46 for interpretations I, by
induction, for any boolean formula of ground atoms. For such ground boolean
formulas ¢ and 1, we have

1L IE¢AYiIf T and I o,
2. ITE¢ovyif IE¢or I E, and
3. I —¢iff I | o.

A universe U for a gP P is again defined as a non-empty countable superset
of the constants in P. Let BY be the set of regular ground atoms that can
be formed from a gP P and the terms in a universe U for P. Call a pair
(U,I) where U is a universe for P and I a subset of BY a pre-interpretation
of P. For a ground gP P and a pre-interpretation (U, I) of P, we define the
GeLi-reduct P*(U:1) which removes the generalized literals from the program:
PXU.I) contains the rules

a — B\G5, (F5)XD (5.13)

for a < B in P, where

5 Thus the rules may have an infinite body.
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FCD = ) {wYly] |y SUTE¢[Yly]}.

VY- p=pepX

Intuitively, a generalized literal VY - ¢ = 1) is replaced by those ¥[Y|y] for
which ¢[Y|y] is true, such that”, e.g., p(a) «— [VX - ¢(X) = r(X)] means that
in order to deduce p(a) one needs to deduce r(z) for all  where ¢(x) holds. If
only g(z1) and g(z2) hold, then the GeLi-reduct contains p(a) «— r(z;), r(z2).
With an infinite universe and a condition ¢ that holds for an infinite number
of elements in the universe, one can thus have a rule with an infinite body
in the GeLi-reduct. Note that ((5%)*("1))" is always empty by definition of
generalized literals: the consequent is always an atom.

Definition 5.36. An open interpretation of a gP P is a pre-interpretation
(U, M) where M is an interpretation of (PU)x(U’M). An open answer set of P
is an open interpretation (U, M) of P where M is an answer set of (PU)Z(U’M).
In the following, a gP is assumed to be a finite set of finite rules; infinite gPs
only appear as byproducts of grounding a finite program with an infinite uni-
verse, or, by taking the GeLi-reduct w.r.t. an infinite universe. Satisfiability,
consistency, and query answering remain defined as before.

Example 5.37. Take a gP P

p(X) = [VY - q(Y) = r(Y)]
r(X) < q(X)
q(X)V not ¢(X) «—

Intuitively, the first rule says that p(X) holds if for every Y where ¢(Y") holds,

r(Y") holds (thus p(X) also holds if ¢(Y) does not hold for any Y). Take a
pre-interpretation ({z,y}, {p(x),r(z),q(x),p(y)}). Then, the GeLi-reduct of
P{I)y} is

p(z) «— r(z)
p(y) «— r(z)
r(z) < q(z)
r(y) < q(y)
q(z) V not q(z) «

q(y) vV not q(y)

Since {p(x),r(z), ¢(x), p(y)} is indeed an interpretation of the latter program,
we have that ({z,y}, {p(z),r(x),q(z),p(y)}) is an open interpretation. More-
over, {p(z),r(z),q(x),p(y)} is an answer set such that the open interpretation

({z,y}, {p(x),r(x),q(x),p(y)}) is an open answer set.

Note that for a gP without generalized literals and a pre-interpretation (U, I)

of P, (PU)X(U’I) = Py, such that the open answer set semantics of Definition
5.36 for gPs without generalized literals coincides with the open answer set
semantics of Definition 3.2.

7 We put square brackets around generalized literals for clarity.
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Ezample 5.38. Take the following program P, i.e., the open answer set variant
of the classical infinity axiom in guarded fixed point logic from [GW99] (see
also Example 2.27, pp. 58):

E 9(X) = f(X,Y)

To <—f(X,Y),Tl0t Q(Y)

ry: — f(X,Y),not well(Y)

Ty well(Y) «— q(Y), VX - f(X,Y) = well(X)]

r5: f(X,Y)Vnot f(X,Y) «

Intuitively, in order to satisfy ¢ with some z, one needs to apply r1, which
enforces an f-successor y. Moreover, the second rule ensures that also for this
y an f-successor must exist, etc. The third rule makes sure that every f-
successor is on a well-founded f-chain. The well-foundedness itself is defined
by r4 which says that y is on a well-founded chain of elements where ¢ holds
if all f-predecessors of y satisfy the same property.

E.g., take an infinite open interpretation (U, M) with U = {z¢, z1, ...} and
M = {q(xg), well(zy), f(xo,x1), q(x1), well(x; ), f(x1,22),...}). Py contains
the following grounding of ry:

r{ well(zg) «— q(x0), VX - f(X, z9) = well(X)]
r} s well(zy) — q(z1), VX - f(X, 21) = well(X)]

Since, for 9, there is no f(y,ro) in M, the body of the corresponding rule
in the GeLi-reduct w.r.t. (U, M) contains only q(zo). For r}, we have that
f(zo,x1) € M such that we include well(zp) in the body:

well(zp) «— q(zp)
well(zy) «— q(z1), well(zyp)

One can check that (U, M) is indeed an open answer set of the gP, satisfying
q.

Moreover, no finite open answer set can satisfy ¢. First, note that an open
answer set (U, M) of P cannot contain loops, i.e., {f(xo,z1),..., f(zn,z0)} C
M is not possible. Assume otherwise. By rule r3, we need well(zg) € M.
However, the GeLi-reduct of Py contains rules:

well(xg) «— q(zp), well(zy,), . ..
well(zy) — q(zn), well(Xp—_1), ...

well(xy) «— q(z1), well(zg), . ..

such that well(zp) cannot be in any open answer set: we have a circular
dependency and cannot use these rules to motivate well(zy), i.e., well(zy) is
unfounded. Thus, an open answer set of P cannot contain loops.
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Assume that ¢ is satisfied in an open answer set (U, M) with ¢(zo) € M.
Then, by rule r1, we need some X such that f(xzg, X) € M. Since M cannot
contain loops X must be different from zy and we need some new x;. By rule
r, q(x1) € M, such that by rule r1, we again need an X such that f(z1,X).
Using xg or x1 for X results in a loop, such that we need a new xo. This
process continues infinitely, such that there are only infinite open answer sets
that make ¢ satisfiable w.r.t. P.

We defined the open answer set semantics for gPs in function of the answer
set semantics for programs without generalized literals. We can, however, also
define a GL-reduct PM directly for a ground gP P by treating generalized
literals as positive, such that a™ «— g+, 85 € PMifa « 3 € Pand M |= o~
and M = not - for a ground gP P. Applying the GL-reduct transformation
after the GeLi-reduct transformation (like we defined it), is then equivalent to
first applying the GL-reduct transformation to a gP and subsequently com-
puting the GeLi-reduct.

Ezample 5.39. Take a program F' U {r} with F = {q(x) «—,b(x) «—,b(y) <
,e(x) «}and r @ a(X) « VX - —¢(X) = b(X)],not ¢(X). For a universe
U={z,y}, (FU{r}u is FU{ry,ry} where

ry:a(z) — [VX - =¢(X) = b(X)], not c(x)

and
ry :a(y) «— VX - =¢(X) = b(X)], not c(y)

Applying the GeLi-reduct transformation w.r.t.
(Ua M= {q(x), b(fL’), b(y)u C((E), (L(y)})
yields
(F U {rm,ry})X(U’M) = FU{a(z) < b(y), not c(z); a(y) — b(y), not c(y)} .

The GL-reduct of the latter is F U {a(y) < b(y)}, such that (U, M) is a
(unique) open answer set of F'U {r} for U = {z,y}.

First applying the GL-reduct transformation to FU{r,, r,} yields FU{r,},
and, subsequently, the GeLi-reduct again gives F' U {a(y) < b(y)}. Thus

(Fu {TwaTy})X(uM))M =((Fru {Twary})M)X(U’M) .

Since the GeLi-reduct transformation never removes rules or naf-atoms from
rules, while the GL-reduct transformation may remove rules (and thus gener-
alized literals), calculating the GL-reduct before the GeLi-reduct is likely to
be more efficient in practice. We opted, however, for the “GeLi-reduct before
GL-reduct” transformation as the standard definition, as it is theoretically
more robust against changes in the definition of generalized literals. E.g., if
naf were allowed in the consequent of generalized literals, the “GL-reduct be-
fore GeLi-reduct” approach does not work since the GeLi-reduct (as currently
defined) could introduce naf again in the program, making another application
of the GL-reduct transformation necessary.
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Theorem 5.40. Let P be a ground gP with an open interpretation (U, M).

Then,

(PI(U,M))M (PM)JJ(U,M) )

Proof. Let o +— (3 € P.

Then o «— (B\ g%, 7
iff @ — g\g%, FXM e pXUM) with M = not (8\8%, M) and
MEaoa™

iff «a —« 8 € P, M E not (ﬂ\ﬁx,ﬁxx(U’M))_, M E o, and QXX(U’M) =
Unv-smwesx (0IY Y] |y € UM = ¢[Y[y]} (%) with (8\5%, fXOM) " =
(B\B*)~

iff ot «— gt, 8% € PM and (*) holds

iff ot — 5+,6xX(U-,M) c (PM)X(U,M)

iff ot — (B\F¥)F, UM € (pMyxUAD

iff ot (5\5%, AU e (PMxEM),

)+ c (PX(U,M))M

O

We have similar results as in Theorems 3.13 and 3.30, regarding the finite
motivation of literals in possibly infinite open answer sets. We again express
the motivation of a literal more formally by means of the immediate conse-
quence operator [VEK76] T that computes the closure of a set of literals w.r.t.
a GL-reduct of a GeLi-reduct.

For a gP P and an open interpretation (U, M) of P, TI(DU’M) :BY — BY is

M
defined as T(B) = BU {ala «— 3 € (P[)J((U’M)) A B = 3}. Additionally, we
have T°(B) = B%, and T""1(B) = T(T"(B)).
Theorem 5.41. Let P be a gP and (U, M) an open answer set of P. Then,
Yae M-In<oco-acT™.

Proof. The proof is similar to the proof of Theorem 3.13, pp. 66. a

5.4 Open Answer Set Programming with gPs via Fixed
Point Logic

We reduce satisfiability checking w.r.t. gPs to satisfiability checking of FPL
formulas. Note that the exposition in this section is along the lines of Section
5.1, such that we will skip the details of some of the proofs.

First, we rewrite an arbitrary gP as a gP containing only one designated
predicate p and (in)equality. A gP P is a p-gP if p is the only predicate in P
different from the (in)equality predicate. For a set of g-literals o, we construct
oy, in two stages:

8 We omit the sub- and superscripts (U,M) and P from TI(DU’M) if they are clear
from the context and, furthermore, we will usually write T instead of T'(0).
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1. replace every regular m-ary atom ¢(t) appearing in « (either in atoms,
naf-atoms, or generalized literals) by p(t,0,q) where p has arity n, with
n the maximum of the arities of predicates in P augmented by 1, 0 a
sequence of new constants 0 of length n —m — 1, and ¢ a new constant
with the same name as the original predicate,

2. in the set thus obtained, replace every generalized literal VY - ¢ = ¢ by
VY - ¢ AN in(Y) = o, where Y # t in in(Y) stands for ~(Y = t) (we
defined generalized literals in function of boolean formulas of atoms).

The p-gP P, is then the program P with all non-free rules r : o «+— (3 replaced
by rp : ap «— Bp,in(X) where vars(r) = X. Note that P and P, have the
same free rules.

Ezxample 5.42. Let P be the gP:
g X) — VY - r(Y) = s(X)]

r(a) —

s$(X) V not s(X) «

Then ¢ is satisfiable by an open answer set ({a,x}, {s(z),r(a),q(x)}). The
p-gP P, is

p((X, qg — VY- p(Y.r) AN in(Y)= p(X, s)], in(X)
pla,r) <—
p(X,5)V not p(X,s) —

where in(X) = {X # s,X # ¢, X # r,X # 0}. The corresponding open
answer set for this program is ({a, z, s, r, ¢}, {p(x, s),p(a,7),p(x, q)}).

Theorem 5.43. Let P be a gP, p a predicate not in P, and q a predicate in
P. q is satisfiable w.r.t. P iff there is an open answer set (U', M') of the p-gP
P, with p(x,0,q) € M'. Furthermore, the size of P, is polynomial in the size
of P.

Proof. The proof is analogous to the proof of Theorem 5.3. O

The completion compgl(P) of a gP P consists of formulas that demand that
different constants in P are interpreted as different elements:

a#b. (5.14)

For every pair of different constants a and b in P, compgl(P) contains for-
mulas ensuring the existence of at least one element in the domain of an
interpretation:

3X - true . (5.15)

Besides these technical requirements matching FOL interpretations with open
interpretations, compgl(P) contains the formulas in fix(P) = sat(P) U
gl(P) Ugli(P)U fpf(P), which can be intuitively categorized as follows:
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sat(P) ensures that a model of £ix(P) satisfies all rules in P,

gl(P) is an auxiliary component defining atoms that indicate when a rule
in P belongs to the GL-reduct,

gli(P) indicates when the antecedents of generalized literals are true, and
fpf(P) ensures that every model of fix(P) is a minimal model of the
GL-reduct of the GeLi-reduct of P; it uses the atoms defined in gl(P) to
select, for the calculation of the fixed point, only those rules in P that are
in the GL-reduct of the GeLi-reduct of P; the atoms defined in gli(P)
ensure that the generalized literals are interpreted correctly.

In the following, we assume that the arity of p, the only predicate in a p-gP
is n.

Definition 5.44. Let P be a p-gP. The fized point translation of P is
fix(P) = sat(P) Ugli(P) Ugl(P) U fpf(P), where

1.

2.

3.

sat(P) contains formulas
vY-A\B=\ o (5.16)

for rules r: oo — B € P with vars(r) =Y,
gl(P) contains the formulas

VY - r(Y) e Na= A -8~ (5.17)

for rules r : a — € P with vars(r) =Y,
gli(P) contains the formulas

VZ - g(Z) < ¢ (5.18)

for generalized literals g : VY - ¢ = 1 € P° where ¢ contains the variables
Z,

. £p£(P) contains the formula

vX - p(X) = [LFP WX.o(W,X)]|(X) (5.19)
with
H(W,X) = W(X) V \ E(r) (5.20)
r:p(t)Va—peP
and

E(r)=3Y X1 =t A AXy =t ANBT | WIA N\ Ar(Y) (5.21)

where X = X1,...,X,, are n new variables, vars(r) =Y, W is a new
(second-order) variable, 8T [p | W] is BT with p replaced by W, and vy is
B% with

9 We assume that generalized literals are named.



5.4 Open Answer Set Programming with gPs via Fixed Point Logic 171

o cvery generalized literal g : VY - ¢ = 1 replaced by VY - g(Z) = ¢, Z
the variables of ¢, and, subsequently,
o cvery p replaced by W.

The completion of P is compgl(P) = fix(P) U {(5.14),(5.15)}.

The predicate W appears only positively in ¢(W, X) such that the fixed point
formula in (5.19) is well-defined. Note that the predicate p is replaced by the
fixed point variable W in E(r) except in the antecedents of generalized literals,
which were replaced by atoms ¢(Z), and the negative part of r, which were
replaced by atoms 7(Y), thus respectively encoding the GeLi-reduct and the
GL-reduct.'°

By the first disjunct in (5.20), we have that applying ¢(UM) to a set
S C U™ does not lose information from S.

Theorem 5.45. Let P be a p-gP and (U, M) an open interpretation with
S C U™ Then
S C UM (g) .

Proof. Similar to the proof of Theorem 5.6. O

Ezxample 5.46. We rewrite the program from Example 5.38 as the p-gP P:

PUX.0,0) = PO, Y1) in(X), in(Y)

Ty p(X,Y,f),not p(Y,0,q),in(X),in(Y)
T3 — p(X,Y,f),not p(Y, 0,well),in(X),in(Y)
T p(Y,0,well) — p(Y,0,q),in(Y),

VX - p(X, Y, ) AN in(X) = p(X, 0, well)]
rs 2 p(X, Y, f) Vot p(X, Y, f) —

where in(X) and in(Y) are shorthand for the inequalities with the new
constants. sat(P) consists of the sentences

VXY p(X,Y, f) AN in(X) A Nin(Y) = p(X,0,q),
VXY - p(X,Y, ) A—p(Y,0,9) AN in(X )/\/\m( ) = false,
VXY - p(X,Y, f) A —p(Y,0,well) A A\ in(X) AN\ in(Y) = false,

9V p(Y-0.0) A in(¥) A (VX - p(X. Y. F) A Am(X) = p(X. 0, well)
= p(Y, 0, well), and

e VXY - true= p(X,Y, f)V p(X.,Y,f).

gl(P) contains the sentences

o VX,V -ri(X,Y)e Ain(X)AANin(Y),
VXY - 12(X,Y) e —-p(Y,0,9) ANNin(X)ANin(Y),
VXY -r3(X,Y) < —p(Y,0,well) N \in(X)ANin(Y),

10 Note that we apply the GeLi-reduct and the GL-reduct “at the same time”,
while the open answer set semantics is defined such that first the GeLi-reduct is
constructed and then the GL-reduct. However, as indicated by Theorem 5.40, the
order of applying the reducts does not matter.
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o YW.r,(Y)e Ain(Y), and
VX,YT5(X, Y) <:>p(X7 va)
gli(P) contains the sentence VX,Y - g(X,Y) & p(X,Y,f) A Ain(X), and
fpf(P) is constructed with
o E(r)=3X,Y -X1=XAXa=0AXs=qAW(X.,Y,f)Ari(X,Y),
o E(ry)=3Y - X1 =YANX2=0AX3=wel A\W(Y,0,9)A
(VX - g(X,)Y) = W(X,0,well)) Ary(Y), and
] E(T5) =dX)Y - Xi=XAXo=YANX3= f/\T5(X,Y).
Take an infinite FOL interpretation (U, M) with U = {q, f, well, 0,29, z1, ...}
and!!

M = {p(x()v Oa q)vp(IOa 05 we”)vp(xfhxla f)7
p(xla 07 q)7p($17 07 well)7p(x17x27 f)u e
71(%0,%0),71(%0, 1), .-, 71(%1,%0), - - -, Ta(T0), Ta (1), -
75(z0, 1), 75 (21, 22), . . ., 9(%0, 71), g(T1, 22), .. . }) -

sat(P),gl(P), and gli(P) are satisfied. We check that fpf(P) is satisfied
by M. We first construct the fixed point of ¢(U"M) where (W, X1, Xo, X3) =
W(X1,X2,X3)VE(r1)VE(rs) V E(Rs) as in [Grd02a, i.e., in stages starting
from WY = (). We have that
o W' = ¢(U’M)(WO) = {(zo, 21, f), (¥1, 22, f), ...}, where the (z;, 211, f)

are introduced by E(rs),
o W2 = UMW) = WU {(x0,0,q), (1,0,q),...}, where the (x;,0,q)

are introduced by E(rq),
o W3 =ogWUMW2)=W2U{(z0,0, well)}, where (zo, 0, well) is introduced

by E(rs),

W4 = UM (W3) = W3 U {(z1,0, well)},

The least fixed point LFP(¢(V"M)) is then Uy<ooW® [Grid02a]. The sentence
fpf(P) is then satisfied since every p-literal in M is also in this least fixed
point. (U, M) is thus a model of compgl(P), and it corresponds to an open
answer set of P.

Theorem 5.47. Let P be a p-gP. Then, (U, M) is an open answer set of P
iff (U,MURUG) is a model of )\ compgl(P), where

R={r(y) |r[Y [y]:all =B € Pu,M = af]” Unot 5], vars(r) = Y},

i.e., the atoms corresponding to rules for which the GeLi-reduct version will
be in the GL-reduct, and

G={9(2) | g:VY ¢ =1 € Puars(¢) =Z,M | ¢[Z | 2]} ,
i.e., the atoms corresponding to true antecedents of generalized literals in P.

' We interpret the constants in compgl(P) by universe elements of the same name.



5.4 Open Answer Set Programming with gPs via Fixed Point Logic 173

Proof. Denote M URUG as M'.
For the “only if” direction, assume (U, M) is an open answer set of P.
We show that (U, M) is a model of A compgl(P).

(U, M') is a model of (5.14), (5.15), sat(P), gLl(P). This can be done as in
the proof of Theorem 5.8.

(U, M) is a model of gli(P). By definition of M’, we have that g(z) € M’
iff g(z) € Gifft M |=¢|Z | z] iff M’ |= ¢[Z | z].

(U, M’) is a model of fpf(P). Take x for X and assume p(x) € M’. Thus,
p(x) € M. Since (U, M) is an open answer set we have that p(x) € T™ for
some n < 0.

Claim. x € ¢(U’M/) Tn,n<oo.

We prove the claim by induction on n.
n =1 (Base step). If p(x) € T* there is some

() B (B € (PO

originating from r : p(t) Va < 8 € P with variables Y = Y1,...,Yy
where [| = [Y | y]. We have

o 0 body(r)?,

e MEa|[],and

e M Enotp[".

Thus o~ [] and =8~ [] are true in M, such that, by definition of M’,
r(y) € M’'. We show that (U, M'),{W — 0} E E(r)[X | x]|. Be-
cause then (U, M'),{W — 0} = ¢(W,x) such that x € (UM () =
¢(U,M') T1.

Take y, we show that

(U, M) {W = 0} = a1 = 5[Y | Y] Ao Az = ta[Y | y]A
NBT | WIY [yl A AAY [y Ar(y) -

We have that z; = ¢;[Y | y] since p(t)[Y | y] = p(x). We already have
that r(y) € M.
It remains to show that (U, M'),{W — 0} = ABT[p| W][Y | y] A
AVY |yl
e Take ! a conjunct in A 5¥[p | W][Y | y]. We have that [ is either
~ an equality t = s[] for a t = s € #, then, since 0 = 8[|, we
have that (U, M'),{W — 0} =1, or
— an atom W(U)[] for a p(U) € GF. Then p(U)[] € g[]*, but
) = body(r’) so this case is not possible.

12 hody(r') may contain equalities but no regular atoms.
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e Takel a conjunct in 4[Y | y]. Since v was constructed from 5%, we
have that [ is a VZ- g(Z)[] = ¢'[] originating from VZ-¢ = ¢ € f+
where ¢'[] is again an equality ¢ = s[] for ¢y = ¢ = s or a W(U)|]
for ¥ = p(U). Assume (U,M"),{W — 0} = g(Z)[||Z | z], and
thus, by definition of M’, we have that M | ¢[|[Z | z]. We have
that ¢'[|[Z | z] is either some t = $[|[Z | z] or a W(U)[][Z | z].
Since VZ - ¢[] = o[ € B[|* and M |= ¢[][Z | 2], we have that
Y[)[Z | 2] € (BX[))*PM). Thus, since @ = body(r'), we have that
1 must be an equality and M |t = s[||Z | z]. With ¢'[][Z | z] is
t = s[|[Z | z], we then have that (U, M'), {W — 0} = ¢'[|[Z | 2]

(Induction). Assume for every p(u) € 7"~ ! that u € ¢(M) 1 n — 1,

n —1 < co. From p(x) € T", we have some

s p) < BT (B € (PO

originating from r : p(t) Va «— 8 € P with variables Y = Y1,...,Yy

where [| = [Y | y]. We have

e T body(r),

e MEa|[],and

e M Enot .

We can then prove, again similar as in Theorem 5.8, that x € ¢!

n, n < oo.
We have that LFP(QZ)(U’M/)) = ¢WU:M") 1  for some ordinal av. If o < n, we
have that n = a+k for k < co. One can see that ¢(U’M/) Tn= ¢(U’M/) T a,
such that x € LFP(¢(V"M)), and consequently, [LFP WX.¢(W, X)](x) is
true in (U, M'). If « > n, we have that UM 1 C UMY 1 g,
and again x € LFP(¢(U"M")) such that [LFP WX.¢(W, X)](x) is true in
(U, M").

For the “if” direction, assume (U, M’) is a model of A compgl(P).
One can show that (U, M) is an open answer set of P. O

U,M’") T

Using Theorems 5.43 and 5.47, we can reduce satisfiability checking w.r.t. gPs
to satisfiability checking in FPL. Moreover, since /\ compgl(P) contains only
one fixed point predicate, the translation falls in the alternation-free fragment
of FPL.

Theorem 5.48. Let P be a gP, p a predicate not appearing in P, and q an
n-ary predicate in P. q is satisfiable w.r.t. P iff 3X-p(X, 0, q) A )\ compgl(P,)
1s satisfiable. Moreover, this reduction is polynomial.

Proof. Assume ¢ is satisfiable w.r.t. P. By Theorem 5.43, we have that
p(x, 0, ¢) is in an open answer set of P, such that with Theorem 5.47, p(x, 0, q)
is in a model of A compgl(P,).

For the opposite direction, assume 3X - p(X, 0, ¢) A A compgl(P,) is sat-
isfiable. Then there is a model (U, M") of A compgl(P) with p(x,0,q) € M’.
We have that M’ = M U RU G as in Theorem 5.47, such that (U, M) is an
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open answer set of P, and p(x,0,¢) € M. From Theorem 5.43, we then have
an open answer set of P satisfying q.

The size of /\ compgl(P,) is polynomial in the size of P,. Since the size
of the latter is also polynomial in the size of P, the size of A compgl(P,) is
polynomial in the size of P. O

5.5 Open Answer Set Programming with Guarded gPs

As we did in Section 5.2 for programs, we introduce in this section a notion
of guardedness such that the FPL translation of guarded gPs falls in uGF.
We do not, however, consider their loosely guarded counterpart like we did in
Section 5.2, but leave this as an exercise to the reader.

Definition 5.49. A generalized literal VY - ¢ = 1 is guarded if ¢ is of the
form v A @' with v an atom, and vars(Y) U vars(¢') U vars(y) C vars(y);
we call v the guard of the generalized literal. A rule r : a « [ is guarded if
every generalized literal in r is guarded, and there is an atom 7, € BV such
that vars(r) C vars(yy); we call v a body guard of r. It is fully guarded if it
is guarded and there is a v, C a~ such that vars(r) C vars(yp); v s called
a head guard of r.

A gP P is a (fully) guarded gP ((F)GgP) if every non-free rule in P is
(fully) guarded.

Ezxample 5.50. Reconsider the gP from Example 5.38. 71,72, and r3 are
guarded with guard f(X,Y). The generalized literal in r4 is guarded by
f(X,Y), and ry itself is guarded by ¢(Y). Note that 5 does not influence
the guardedness as it is a free rule.

Every fully guarded gP is guarded. Vice versa, we can transform every guarded
gP into an equivalent fully guarded one. For a GgP P, P! is defined as in
Section 5.2 (pp. 175), i.e., as P with the rules o « (3 replaced by a U not 87 «
B for the body guard v, of o «— (. For a GgP P, we have that Pf is a
FGgP, where the head guard of each non-free rule is equal to the body guard.
Moreover, the size of P! is linear in the size of P.

Theorem 5.51. Let P be a GgP. An open interpretation (U, M) of P is an
open answer set of P iff (U, M) is an open answer set of PF.

Proof. The proof is analogous to the proof of Theorem 5.20 (pp. 155). O

We have that the construction of a p-gP retains the guardedness properties.

Theorem 5.52. Let P be a gP. Then, P is a (F)GgP iff P, is a (F)GgP.

Proof. We only prove the GgP case, the case for FGgPs is similar.
For the “only if” direction, take a non-free rule ry, : o, — 3, in(X) € P,.
We have that 7 : a <+ ( is a non-free rule in P where all generalized literals
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are guarded and vars(r) C vars(y,) with 4, € 3. Take a generalized literal
VY -pp AN in(Y) = 1 in 1, then VY -¢ = 1 is in r, where it must be guarded,
thus ¢ = v A ¢/, with v an atom and vars(Y) Uwvars(¢') U vars(y) C vars(y).
Then ¢, A Ain(Y) = v A ¢, A Ain(Y) with 4, an atom and vars(Y) U
vars(¢y,) Uvars(in(Y)) Uwars(yp) C vars(y,). Thus all generalized literals in
rp are guarded. Furthermore, we have that vars(r,) = vars(r) C vars(y,) =
vars(yv,) € Bp ", such that r, is guarded.

For the “if” direction, take a non-free r : a <~ 3 € P. Then r, : o
By, in(X) is non-free in P,, thus it is guarded and there is a 7, € 3, such
that vars(rp) C 7yp, furthermore, all generalized literals in r, are guarded.

Take a generalized literal VY - ¢ = ¢ in r, then VY - ¢, A Ain(Y) = ¢,
is guarded in r, such that ¢, = v, A ¢, (and thus ¢ = v A ¢') such that
vars(Y) Uwars(¢,) Uvars(in(Y)) U vars(y,) C vars(7y,) and thus vars(Y) U
vars(¢') Uwvars(y) C vars(y) making the generalized literal in r also guarded.
Furthermore, we have that vars(r) = vars(r,) C vars(y,) = vars(y) € g1,
such that r is guarded. a

For a fully guarded p-gP P, we can rewrite compgl(P) as the equivalent uGF
formulas gcompgl(P). For a guarded generalized literal £ = VY - ¢ = 1, define

EEVY =Yg

where, since the generalized literal is guarded, ¢ = v A ¢, and vars(Y) U
vars(¢') U vars(y) C wars(y), making formula &9 a guarded formula. The
extension of this operator -9 for sets (or boolean formulas) of generalized
literals is as usual.

gcompgl(P) is compgl(P) with the following modifications.

e Formula X - true is replaced by
X - X=X, (5.22)

such that it is guarded by X = X.
e Formula (5.16) is removed if r : @ « (3 is free or otherwise replaced by

VY = \Vav V@) vV vV ) (5.23)

where 7, is a body guard of r, thus we have logically rewritten the formula
such that it is guarded. If r is a free rule of the form ¢(t) V not ¢(t) —
we have VY - true = ¢(t) V —¢(t) which is always true and can thus be
removed from compgl(P).

e Formula (5.17) is replaced by the formulas

VY -r(Y)= N\ A \-8" (5.24)

and

VY -y = r(Y) V87V (e \ ), (5.25)
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where 7, is a head guard of o « (3. We thus rewrite an equivalence as
two implications where the first implication is guarded by (YY) and the
second one is guarded by the head guard of the rule.

e Formula (5.18) is replaced by the formulas

VZ - g(Z) = ¢ (5.26)

and
VZ-v= g(Z)V—¢ (5.27)

where ¢ = v A by the guardedness of the generalized literal VY - ¢ = 1.
We thus rewrite an equivalence as two implications where the first one is
guarded by g(Z) (vars(¢) = Z by definition of g), and the second one is
guarded by v (vars(g(Z) vV —¢') = vars(Z) = vars(7)).

e For every E(r) in (5.19), replace E(r) by

E'(r)y= N\ Xi=t;A3Z-(\ BT pIWIA \vAr(Y))[t: € YIX,], (5.28)
'

with Z = Y\{¢; | t; € Y}, i.e., move all X; = ¢; where ¢; is constant out of
the scope of the quantifier, and remove the others by substituting each ¢; in
A BT [pIW]ANYAr(Y) by X;. This rewriting makes sure that every (free)
variable in the quantified part of E’(R) is guarded by (Y)[t; € Y|X;].

Ezample 5.53. The rule
r:p(X)Vnot p(X) — p(X),[VY - p(Y) A p(b) = p(a)]

constitutes a fully guarded p-gP P. The generalized literal is guarded by p(Y’)
and the rule by head and body guard p(X). sat(P) contains the formula
VX - p(X)AN VY - p(Y) Ap) = pla)) = p(X)V —p(X), gl(P) consists of
VX - r(X) & p(X), gli(P) is the formula VY - g(Y) < p(Y) A p(b) and
Er)=3X - X1 =X AWX)A MY -g(Y) = W(a)) Ar(X).

gcompgl(P) consists then of the corresponding guarded formulas:

VX p(X) = p(X) V ~p(X) V(9 - p(Y) = pla) V ~p(b),
vX - r(X) = p(X),
VX -p
VY - g
VY -p
E'(r)=W(Xy)

VY - g(Y) = W(a)) Ar(X1).
As gcompgl(P) is basically a linear logical rewriting of compgl(P), they are

equivalent. Moreover, A gcompgl(P) is an alternation-free uGF formula.

Theorem 5.54. Let P be a fully guarded p-gP. (U,M) is a model of
N\ compgl(P) iff (U, M) is a model of \ gcompgl(P).
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Proof. The only notable difference from the proof of Theorem 5.24 is the
presence of generalized literals, which are handled by the observation that
(U,M) ¢ < (U, M) [= ¢ for a generalized literal &. O

Theorem 5.55. Let P be a fully guarded p-gP. Then, A gcompgl(P) is an
alternation-free pGF formula.

Proof. We first show that [LFP WX.¢'(W, X)](X) is a valid fixed point for-
mula, with ¢'(W,X) equal to ¢(W,X) with E’(r) instead of E(r). We have
that all free variables are still in X, since only X; = t; where t; is constant is
moved out of the scope of the quantifier in E(r) and all other ¢; where sub-
stituted by X; such that Z bounds all other variables than X. Furthermore,
W appears only positively in ¢'.

We next show that A gcompgl(P) is a uGF formula if P is fully guarded.

Formula (5.22) is guarded with guard X = X.

Formula (5.23) for a non-free rule @ < g with a body guard ~; thus

vars(a — B) C vars(y).
vars(V oV V (B \{w}) VV B~ VV(5%)?) €Y = vars(a < B) C
vars(yp).

—  Furthermore, for all VY - v = ¢’ V9 € (8%)?, we have vars(¢ V —=¢’) U
vars(Y) C vars(¢) Uvars(¢') Uvars(Y) C vars(vy) (the latter since all
generalized literals in a <+ (3 are guarded).

Formula (5.24) is guarded with guard r(Y).

Formula (5.25):

— For a non-free rule o + [ with a head guard ~;. Can be done similarly
as formula (5.23).

— If o « f is free, i.e., of the form ¢(t)V not q(t) <« , we have that
vn = q(t), and formula (5.25) is of the form VY - ¢(t) = r(Y).
vars(r(Y)) =Y = vars(a — ) = vars(q(t )) = vars(yn).

Formula (5.26) is guarded by ¢(Z): vars(¢) = Z = vars(g(Z)).

Formula (5.27) is guarded by ~: vars(g(Z)) U vars(gb YUZ = vars(¢) U

vars(¢') = vars(y) U vars(¢’) (the latter since ¢ = ¢’ A ). Which equals

vars(vy) (since the corresponding guarded generalized literal is guarded:
vars(¢') C vars(y)).

e For the last case, we show that ¢'(W,X) is a guarded formula where W
does not appear in guards. Then formula (5.19), with E’(r) instead of
E(r), is a valid pGF-formula.

We show that for each r: o« 8, 3Z- (AT AAYAT(Y))[ti € Y|Xi] is a

guarded formula with guard r(Y)[]. Thus W does not appear in a guard.

Indeed, vars((ABT ANV € YIX)UZ = (Y\{t: e YHU{X; | t; €

YU (Y\{t; | t: € Y}) = vars(r(Y)[])-

Moreover, since gcompgl(P) contains only one fixed point it is alternation-
free. O
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Theorem 5.56. Let P be a GgP and q an n-ary predicate in P. q is satisfiable
w.rt. Pff 3X - p(X,0,9) A /\gcompgl((Pf)p) is satisfiable. Moreover, this
reduction is polynomial.

Proof. We have that P! is a FGgP. By Theorem 5.52, we have that (Pf)p

is a fully guarded p-gP, thus the formula /\gcompgl((Pf)p) is defined. By
Theorem 5.51, we have that ¢ is satisfiable w.r.t. P iff ¢ is satisfiable w.r.t.
P*. By Theorem 5.48, we have that q is satisfiable w.r.t. P iff 3X.p(X, 0, q) A
N compgl((PY) ,) is satisfiable. Finally, Theorem 5.54 yields that g is satisfiable

w.rt. Piff 3X - p(X,0,9) A /\gcompgl((Pf)p) is satisfiable. O

Corollary 5.57. Satisfiability checking w.r.t. GgPs can be polynomially re-
duced to satisfiability checking of alternation-free uGF-formulas.

Proof. For a GgP P, we have, by Theorem 5.55, that /\gcomp((Pf)p) is an
alternation-free uGF, which yields with Theorem 5.56, the required result. O

Corollary 5.58. Satisfiability checking w.r.t. GgPs is in 2-EXPTIME.

Proof. Since satisfiability checking of uGF formulas is 2-EXPTIME-complete
(Theorem [1.1] in [GW99]), satisfiability checking w.r.t. GgPs is, by Corollary
5.97, in 2-EXPTIME. O

Thus, adding generalized literals to guarded programs does not come at the
cost of increased complexity of reasoning, as also for guarded programs with-
out generalized literals, reasoning is in 2-EXPTIME, see Theorem 5.28.

In [Syr04], w-restricted programs allow for cardinality constraints and con-
ditional literals. Conditional literals have the form X.L : A where X is a set
of variables, A is an atom (the condition) and L is an atom or a naf-atom.
Intuitively, conditional literals correspond to generalized literals VX - A = L,
i.e., the defined reducts add instantiations of L to the body if the correspond-
ing instantiation of A is true. However, conditional literals appear only in
cardinality constraints Card(b, S)'® where S is a set of literals (possibly con-
ditional), such that a for all effect such as with generalized literals cannot be
obtained with conditional literals.

Take, for example, the rule ¢ «— [VX - b(X) = a(X)] and a universe
U = {x1,22} with an interpretation containing b(z1) and b(z3). The reduct
will contain a rule g < a(z1), a(x2) such that, effectively, ¢ holds only if a holds
everywhere where b holds. The equivalent rule rewritten with a conditional
literal would be something like ¢ « Card(n, {X.a(X) : b(X)}), resulting!*
in a rule ¢ «— Card(n,{a(x1),a(z2)}). In order to have the for all effect, we
have that n must be 2. However, we cannot know this n in advance, making
it impossible to express a for all restriction.

13 Card(b, S) is true if at least b elements from S are true.
14 Assume we again have a universe {1, z2}, formally, this is the Herbrand Universe.
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Further note that consistent w-restricted programs (with cardinality con-
straints and conditional literals) always have finite answer sets, which would
make a reduction from GgPs (in which infinity axioms can be expressed) to
w-restricted programs non-trivial.

5.6 Relationship with Datalog LITE

We define Datalog LITE as in [GGV02]. A Datalog rule is a rule o < (3 where
a = {a} for some atom a and 5 does not contain generalized literals. A basic
Datalog program is a finite set of Datalog rules such that no head predicate
appears in negative bodies of rules. Predicates that appear only in the body
of rules are extensional or input predicates. Note that equality is, by the
definition of rules, never a head predicate and thus always extensional. The
semantics of a basic Datalog program P, given a relational input structure
U defined over extensional predicates of P!, is given by the unique (subset)
minimal model of X'p whose restriction to the extensional predicates yields U
(X'p are the first-order clauses corresponding to P, see [AHV95]).

For a query (P, q), where P is a basic Datalog program and ¢ is an n-ary
predicate, we write a € (P, q)(U) if the minimal model M of X'p with input U
contains g(a). We call (P, q) satisfiable if there exists a U and an a such that

a € (P,q)U).
A program P is a stratified Datalog program if it can be written as a
union of basic Datalog programs (P, ..., P,), so-called strata, such that each

of the head predicates in P is a head predicate in exactly one stratum P;.
Furthermore, if a head predicate in F; is an extensional predicate in P;, then
i < j. This definition entails that head predicates in the positive body of rules
are head predicates in the same or a lower stratum, and head predicates in
the negative body are head predicates in a lower stratum. The semantics of
stratified Datalog programs is defined stratum per stratum, starting from the
lowest stratum and defining the extensional predicates on the way up. For
an input structure & and a stratified program P = (Py,..., P,), define as in
[AHV95]:

L{O =U

U, =U; 1 U Pi(ui_l |€db(H))

where S; = P;(U;—1|edb(F;)) is the minimal model of X'p, among those models
of X'p, whose restriction to the extensional predicates of P; (i.e., edb(P;)) is
equal to U;_1]edb(P;). The least fized point model with input U of P is per
definition U,,.

A Datalog LITE generalized literal is a generalized literal VY - a = b where
a and b are atoms and vars(b) C vars(a). Note that Datalog LITE generalized
literals VY - a = b can be replaced by the equivalent VZ - a = b where

15 We assume that an input structure always defines equality, and that it does so as
the identity relation.
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Z=Y\{Y |Y & vars(a)}, i.e., with the variables that are not present in the
formula @ = b removed from the quantifier. After such a rewriting, Datalog
LITE generalized literals are guarded according to Definition 5.17.

A Datalog LITE program is a stratified Datalog program, possibly contain-
ing Datalog LITE generalized literals in the positive body, where each rule
is monadic or guarded. A rule is monadic if each of its (generalized) literals
contains only one (free) variable; it is guarded if there exists an atom in the
positive body that contains all variables (free variables in the case of general-
ized literals) of the rule. The definition of stratified is adapted for generalized
literals: for a VY - @ = b in the body of a rule where the underlying predicate
of a is a head predicate, this head predicate must be a head predicate in a
lower stratum (i.e., a is treated as a naf-atom) and a head predicate underly-
ing b must be in the same or a lower stratum (i.e., b is treated as an atom).
The semantics can be adapted accordingly since a is completely defined in a
lower stratum, as in [GGVO02]: every generalized literal VY - ¢ = b is instan-
tiated (for any x grounding the free variables X in the generalized literal) by
ABOX | x][Y | y] | ¢[X | x][Y | y] is true}, which is well-defined since a is
defined in a lower stratum than the rule where the generalized literal appears.

5.6.1 Reduction from GgPs to Datalog LITE

In [GGV02], Theorem 8.5., a Datalog LITE query (7, q,) was defined for an
alternation-free uGF sentence ¢ such that

(U, M)Ep < (1y,q,)(M Uid(U)) evaluates to true ,

where the latter means that g, is in the fixed point model of 7, with input
MUid(U) and id(U) ={z =z |z € U}.

Ezample 5.59. Take the uGF sentence gcomp(P) = 1 A w2 A p3 A g from
Example 5.23, i.e., with

1 =YX - p(X) = p(X) V -p(X)

w2 =VX - r(X) = p(X)

3 =VX - p(X) = r(X)

w1 =YX - p(X) = [LFP WX.o(W, X)](X)

and ¢(Wu X) = W(X) N (W(X) A T(X)) The query (ﬂ—gcomp(P)u C]gcomp(P)) con-
siders atoms and negated atoms as extensional predicates and introduces rules

Hp o, (X) — p(X)
Hop o, (X) — p(X),~p(X)

for 1 where both rules are guarded by the guard p(X) of ¢1 (or, in general,
the guard in the most closely encompassing scope). Disjunction is defined as
usual:
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Hpv-p,o, (X) — p(X), Hy o, (X)
Hpv-p,o, (X) — p(X), Hp o, (X)

where p(X) serves again as guard.'® The sentence ; itself is translated into
Hy, — (VX - p(X) = Hypyp,p, (X))

Formulas ¢y and (3 can be translated similarly. For ¢4, we translate, as an
intermediate step, ¢(W, X) as

Hy(X) — p(X), Hw (X)
Hy(X) — p(X), Hwpr(X)
Hyar(X) «— p(X), Hw (X), H-(X)
Hy (X) — p(X), W(X)
H,(X) — p(X),r(X)

from which the translation for [LFP WX.¢(W, X)](X) can be obtained by
replacing Hd)(X) and W(X) by H[LFP WX.p(W,X)](X)> i.e.,

Hiurp wx.g(w x))(X) < p(X), Hw
Hipp wx.g(w,x))(X) < p(X), Hwar(X)
HW/\T(X) — p(X),Hw(X),HT(X)
Hw (X) « p(X), Hrrp wx.o(w,x))(X)
H(X) « p(X), r(X)

The sentence 4 is translated to

Hy,, — (VX - p(X) = Hyrp wx.o(w,x)(X))

Finally, we compile the results in the rule ggeomp(p) < Hy, s Hypy, Hpyy Hy, -
In Example 5.23, we had, for a universe {z}, the unique model ({z},0)

of gcomp(P). Accordingly, we have that {x = z} is the only relational input

structure on the extensional predicates of Tgcomp(py, 7 and p, that contains

the term z and results in a least fixed point model of Tgeomp(p) containing
Ggcomp(P) -

For the formal details of this reduction, we refer to [GGV02]. Satisfiability
checking w.r.t. GgPs can be polynomially reduced, using the above reduction,
to satisfiability checking in Datalog LITE.

Theorem 5.60. Let P be a GgP, q an n-ary predicate in P, and ¢ the uGF
sentence 3X - p(X, 0, q) A /\gcomp((Pf)p). q is satisfiable w.r.t. P iff (7, qyp)
1s satisfiable. Moreover, this reduction is polynomial.

Proof. By Theorem 5.56, we have that ¢ is satisfiable w.r.t. P iff ¢ is satisfi-
able. Since ¢ is a uGF sentence, we have that ¢ is satisfiable, i.e., there exists

16 Actually, in this particular case, the rules would already be guarded without the
guard of ¢1, but we include it, as this is not true in general.
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a (U, M) such that (U, M) = ¢, iff (7,,q,)(M Uid(U)) evaluates to true, i.e.,
(e, q,) is satisfiable.

Since, by Theorem 5.56, the translation of P to ¢ is polynomial in the size
of P and the query (7, g, ) is polynomial in ¢ [GGV02], we have a polynomial
reduction. O

5.6.2 Reduction from Datalog LITE to GgPs

For stratified Datalog programs, possibly with generalized literals, least fixed
point models with as input the identity relation on a universe U coincide with
open answer sets with universe U.

Lemma 5.61. Let P = (P1,..., P,) be a stratified Datalog program, possibly
with generalized literals, and U an input structure for P. If p(x) € S;, then p
is a head predicate in P; or p € U;_1|edb(P;).

Proof. Either p € edb(P;) or not. In the former case, we have that p(x) €
S;ledb(P;) such that, by the definition of Sj, p(x) € U;_1|edb(P;). In the
latter case, we have that, since p does not appear in the body of P;, but
nevertheless p(x) is in S, a minimal model of P}, p must be a head predicate
in Pj. O

Lemma 5.62. Let P = (Py,...,P,) be a stratified Datalog program, possibly
with generalized literals, U an input structure for P. If p is a head predicate
in some Pj, 1 < j <n, then

p(x) € 5; <= p(x) €Uy, . (5.29)
If p € edb(P;) and p(x) & U;j—1, then p(x) & Us,.

Proof. The “only if” direction of Equation (5.29) is immediate. For the “if”
direction: assume p is a head predicate in P; and p(x) € U,. Since p(x) € Uy,
there must be a k, such that p(x) € Sg, 1 <k <n.

If k = j, we are finished, otherwise, by Lemma 5.61, p(x) € Uy_1|edb(Py)
and thus p(x) € Uy_1. Again, we have that thereis a 1 < ky < k—1, such that
p(x) € Sk, . If k1 = j, we are finished, otherwise, we continue as before. After
at most n steps, we must find a k, = j, otherwise we have a contradiction
(p(x) € U is not possible since p is a head predicate and input structures are
defined on extensional predicates only).

Take p extensional in P;, p(x) ¢ U;_1, and p(x) € U,. We show that
this leads to a contradiction. From p(x) € U,,, we have that p(x) € Uy,—1 or
p(x) € S,. For the latter, one would have, with Lemma 5.61, that p(x) €
Un—1]edb(P,) or p is a head predicate in S,. The latter is impossible since
p € edb(P;) and j < n. Thus, we have that p(x) € Up_1.

Continuing this way, we eventually have that p(x) € U;_1, a contradiction.

O
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Theorem 5.63. Let P = (Py,...,P,) be a stratified Datalog program, possi-
bly with generalized literals, U a universe for P, and l a literal. For the least
fized point model Uy, of P with input U = {id(U)}, we have Uy, |= 1 iff there
exists an open answer set (U, M) of P such that M =1.

Moreover, for any open answer set (U, M) of P, we have that M = U, \
id(U).

Proof. For the “only if” direction, assume U,, = I. Define
M =U,\id(U) .

Clearly, M =1, such that remains to show that (U, M) is an open answer set
of P.

1. M is a model of R = (P,}J((U’M))M.
Take a rule r : a[X | x| — B[X | x]", (B[X | x]*)XUM) ¢ R thus M |=
not B[], originating from a « § € P. Assume M [ body(r). We have
that VX - A 8 = a € Xp, for some stratum P;. Take x as in .
We verify that U, = A (]]. We have that U, = A BT AN\ -B[]. Take a
generalized literal VY - ¢ = bin A B[] and U, = ¢[Y | y]. Then M = c]]
such that b[] € (B[X | x]*)XWM)  and thus, with M = b]], that U, |= b[].
With Theorem 15.2.11 in [AHV95], we have that U, is a model of Xp,
such that a[] € Uy, and thus M |= af].
2. M is a minimal model of R = (Pg]((U’M))M.
Assume not, then there is a N C M, model of R. Define N' = N U id(U).
Since M\ N # (), we have that U, \ N’ # 0. Since U = id(U), we have
U, = id(U)U S1 U...US,, such that there is a 1 < j < n, where
S;\N’' # 0 and U;_1 C N’. Define N; = S;\ (S;\N’). We show that
Nj C S84, Njledb(Pj) = U;—1|edb(P;), and N; is a model of Xp,, which is
a contradiction with the minimality of S;.
a) N; C ;. Immediate.
b) NJ|6db(PJ> = L{j,1|edb(Pj).
le NJ|6db(PJ> =€ Sj|6db(PJ) [Def NJ]
=1le Z/{j,1|6db(Pj) [Def SJ]
and
l e L{j_1|edb(Pj) =1e S]|€db(PJ) ANl eN' [Def Sj and Z/[j_l - N/]
:>ZGNJ|6db(PJ) [DefNJ]
c¢) Njis amodel of Xp,. Take VX - A\ 3 = a € Xp,. Assume N; |= A B[]
o af] « BIF, BIH*UM ¢ R. Indeed, M |= not B[] : take a
not p(x) € not B[]”. Then N; = —p(x). p is negative in a body
of a rule in P; and thus p € edb(P;). Moreover, p(x) ¢ Uj—1. In-
deed, if p(x) were in U;_1, one would have that p(x) € N; by b),
a contradiction. We have, by Lemma 5.62, that p(x) € U,,.
p(x) & Uy, such that M }= p(x) and M | not p(x).
o N E B[ (81X,
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Take p(x) € B]]". Then N; = p(x), such that S; = p(x) and
S;\N' }= p(x). Then, S; = p(x) and N’ = p(x), such that
p(x) € N or p(x) € id(U), and thus N = p(x).

Take b[J[Y | y] € (B]F)XUM for VY - ¢[] = b]] € B[]*. Then
M E ¢[][]. We have, by definition of generalized literals, that
c is a head predicate in in a lower stratum Py: & < j. By
Lemma 5.62, we have that c[][] € Sk, k < j, such that ¢[][] €
L{k|edb(PJ) g L{j,1|edb(Pj). And thus, since L{j,1|edb(Pj) =
S;|edb(P;), we have that c[][] € S;.

Furthermore, since U;_1 C N’, we have that ¢[][] € N’, and
thus ¢[][] € N;. Since N; = VY - ¢[] = b]], we have that N, =
b[][], and as before, we have then that N = b]][].

Thus since N is a model of R, we have that af] € N and thus
af] € N'. Furthermore, since N C M, we have that a[] € U,. Since
a is a head predicate in P;, we have that, with Lemma 5.62, that
af] € S;. And thus a[] € N;.

For the “if” direction, assume (U, M) is an open answer set of P with

M = 1. Assume U,, [~ 1. Define M' = U, \id(U). By the previous direction, we
know that (U, M’) is an open answer set of P with M’ [~ [, such that M =1
and M’ }£ 1. Note that M = p(x) <= M’ | p(x) for extensional predicates
pin P. Indeed, assume M | p(x), then p(x) must be in the head of an applied
rule since M is an answer set, contradicting that p is extensional, unless p is
an equality, and then ) = p(x) such that M’ = p(x). The other direction is

similar.
We show per induction on k, that for a head predicate p in Py, M

p(x) iff M’ | p(x), resulting in M = M’, and thus in particular we have a
contradiction for [, such that [ € U,,.

BASE CASE. Assume k = 1. For the “only if” direction, assume p(x) € M.
Since M is an answer set, we have that p(x) € T3}, n1 < oo, We prove,
by induction on nq, that if ¢(y) € T, for a head predicate ¢ € P;, then
q(y) € M’ (and thus in particular for p(x)).

BASE CASE. Assume nq, = 1. Thus there is a

rigly) < B0, (BIF<UM e R = (PEVAMM

with § E body(r), and M = not §[], originating from some ¢(t) «—
B € P;. Since not 3 contains only extensional predicates, we have that
M' |= not fB]]. We then have that ' : ¢(y) — g[|, (8]F)X@M) e
R = (P[}J((U’M/))M,. Moreover, () = (B[F)X(UM") | Indeed, assume b[Y |
y]l € B)*UM) for VY - ¢ = b € f[], then M’ |= ¢[]. Since ¢ is
defined to be in a lower stratum, then the rule it appears in, we have
that ¢ contains an extensional predicate, and thus M |= ¢[] such that
b]] € (B)F)*UM) | and then 0 = b]].

Thus, since M’ is a model of R’, we have that ¢(y) € M’.
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— INDUCTION HYPOTHESIS. If ¢(y) € T](}_[l_l for a head predicate
q € Py, then ¢q(y) € M’

— INDUCTION. Assume ¢(y) € Ty}. Thus there is a r : ¢(y) «
B, (B )XUM) ¢ R with T3~ = body(r), and M = not G[]. Since
not 3 contains only extensional predicates, we have that M’ |= not 3.
We then have that ' : q(y) — B[ F, (3]F)¥UM) e R'.

By induction, we have that M’ = body(r’), and , since M’ is a model
of R’, we have that ¢(y) € M’.

The “if” direction is entirely analogous.

e INDUCTION HYPOTHESIS. Assume that for a head predicate p in P,
<k, MEpx)iff M' = p(x).

e INDUCTION. Assume p is a head predicate in Pg. For the “only if” direc-
tion, assume p(x) € M. Since M is an answer set, we have that p(x) € T}f.
We prove, by induction on ny, that if ¢(y) € T} for a head predicate
q € Py, then ¢(y) € M’ (and thus in particular for p(x)).

— BASE CASE. Assume n; = 1. Thus there is a

rogly) < B0, (B e R

with § | body(r), and M = not (]]. Since not [ contains only
head predicates from lower strata or extensional predicates, we have,
by induction, that M’ |= not B[]. We then have that ' : ¢(y) «
BN, (BIXUM) ¢ R, Moreover, 0 |= (B[°)X(U:M) Indeed, assume
bY | y] € (B)X@M) for VY - ¢ = b € S]], then M’ |= ¢[]. Since c is
defined to be in a lower stratum or is extensional, we have by induction
that M = ¢[] such that b[] € (3[%)*V"M) and then § = b].

Thus, since M’ is a model of R, we have that ¢(y) € M’.

~ INDUCTION HYPOTHESIS. If ¢(y) € Ty}~ " for a head predicate
q € Py, then ¢(y) € M’

—~ INDUCTION. Assume ¢(y) € T,F. Thus there is a r : ¢(y) <
BIY, (BI)XUM) ¢ R with T# ™ = body(r), and M | not f[].
Since not [ contains only extensional predicates or head predicates
from lower strata, we have, by induction, that M’ |= not S[]. We then
have that 1 : q(y) — B[ ", (B0 *M) € R'.

By induction, we have that M’ = body(r’), and , since M’ is a model
of R', we have that ¢(y) € M’.
The “if” direction is entirely analogous.

In particular, we have M = M’ = U, \id(U), which proves the last part of
the Theorem. O

From Theorem 5.63, we obtain a generalization of Corollary 2 in [GL88] (If IT
is stratified, then its unique stable model is identical to its fized point model.)
for stratified Datalog programs with generalized literals and an open answer
set semantics.
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Corollary 5.64. Let P be a stratified Datalog program, possibly with gener-
alized literals, and U a universe for P. The unique open answer set (U, M)
of P is identical to its least fized point model (minus the equality atoms) with
input structure id(U).

We generalize Theorem 5.63, to take into account arbitrary input structures U.
For a stratified Datalog program P, possibly with generalized literals, define
Fp = {q¢(X) V not ¢(X) «| g extensional (but not =) in P}.

Theorem 5.65. Let P = (Py,...,P,) be a stratified Datalog program, possi-
bly with generalized literals, and | a literal. There exists an input structure U
for P with least fixed point model U,, such that U, =1 iff there exists an open
answer set (U, M) of PU Fp such that M = 1.

Proof. For the “only if” direction, assume U, |= I. Define U = cts(P UU) and
M = U, \id(U) .

Clearly, M |= [, and one can show, similarly to the proof of Theorem 5.63,
that (U, M) is an open answer set of P.

For the “if” direction, assume (U, M) is an open answer set of PU Fp with
M 1. Define

U=id(U)U{q(x) | g(x) € M A q extensional (but not equality) in P} .

Take Uy, the least fixed point model with input /. Assume U,, t~ [. Define M’ =
U, \id(U). By the previous direction, we know that (cts(Ud U P)(=U), M’) is
an open answer set of P with M’ [~ [, such that M =1 and M’ }~= I. The rest
of the proof is along the lines of the proof of Theorem 5.63. a

The set of free rules Fp ensures a free choice for extensional predicates, a
behavior that corresponds to the free choice of an input structure for a Datalog
program P. Note that P U Fp is not a Datalog program anymore, due to the
presence of naf in the heads of Fp.

Define a Datalog LITEM program as a Datalog LITE program where all
rules are guarded (instead of guarded or monadic). As we will see below this
is not a restriction. As Fp contains only free rules, P U Fp is a GgP if P is
a Datalog LITEM program. Furthermore, the size of the GgP P U Fp is linear
in the size of P.

Theorem 5.66. Let P be a Datalog LITEM program. Then, PU Fp is a GgP
whose size is linear in the size of P.

Proof. Immediate by the Definition of Datalog LITEM (note also the remark
at pp. 181) and the fact that Fp is a set of free rules and thus has no influence
on the guardedness of P. O

Satisfiability checking of Datalog LITEM queries can be reduced to satisfiability
checking w.r.t. GgPs.
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Theorem 5.67. Let (P,q) be a Datalog LITEM query. Then, (P,q) is satis-
fiable iff q is satisfiable w.r.t. the GgP P U Fp. Moreover, this reduction is
linear.

Proof. Immediate by Theorems 5.65 and 5.66. a

Theorems 5.60 and 5.67 lead to the conclusion that Datalog LITEM and open
ASP with GgPs are equivalent (i.e., satisfiability checking in either one of
the formalisms can be polynomially reduced to satisfiability checking in the
other).!” Furthermore, since Datalog LITEM, Datalog LITE, and alternation-
free uGF are equivalent as well [GGV02], we have the following result.

Theorem 5.68. Datalog LITE, alternation-free wGF, and open ASP with
GgPs are equivalent.

Satisfiability checking in both GF and LGF is 2-EXPTIME-complete [Gra99],
as are their (alternation-free) extensions with fixed point predicates uGF and
pLGF [GW99]. Theorem 5.68 gives us then immediately the following com-
plexity result.

Theorem 5.69. Satisfiability checking w.r.t. GgPs is 2-EXPTIME-complete.

Some extra terminology is needed to show that satisfiability checking w.r.t.
(L)GPs (i.e., without generalized literals) is 2-EXPTIME-complete as well.

Recursion-free stratified Datalog is stratified Datalog where the head pred-
icates in the positive bodies of rules must be head predicates in a lower stra-
tum. We call recursion-free Datalog LITEM, Datalog LITER, where the def-
inition of recursion-free is appropriately extended to take into account the
generalized literals.

For a Datalog LITER program P, let ——P be the program P with all
generalized literals replaced by a double negation. E.g.,

is rewritten as the rules
q(X) « f(X),not ¢'(X)

and
¢ (X)—r(X,Y), not s(Y).

As indicated in [GGV02], this yields an equivalent program ——P, where the
recursion-freeness ensures that ——P is stratified.

Theorem 5.70. Let P be a Datalog LITER program. Then -——P U F__p is a
GP.

7 Note that (7, q,) is a Datalog LITEM query [GGV02].
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Proof. Every rule in P is guarded, and thus every rule in =—P is too. Since
——P U F__p adds but free rules to =—P, all non-free rules of -——P U F__p
are guarded. O

Satisfiability checking of Datalog LITER queries can be linearly reduced to
satisfiability checking w.r.t. GPs.

Theorem 5.71. Let (P,q) be a Datalog LITER query. (P,q) is satisfiable iff q
1s satisfiable w.r.t. the GP ——P U F__p. Moreover, this reduction is linear.

Proof. For a Datalog LITER query (P,q), (——P,q) is an equivalent stratified
Datalog query. Hence, by Theorem 5.65, (=P, q) is satisfiable iff ¢ is satis-
fiable w.r.t. =——P U F__p. This reduction is linear since ——P is linear in the
size of P and so is ——P U F__p. O

Theorem 5.72. Satisfiability checking w.r.t. (L)GPs is 2-EXPTIME-complete.

Proof. The reduction from alternation-free uGF sentences ¢ to Datalog LITE
queries (7, ¢,,) specializes, as noted in [GGV02], to a reduction from GF sen-
tences to recursion-free Datalog LITE queries. Moreover, the reduction con-
tains only guarded rules such that GF sentences ¢ are actually translated to
Datalog LITER queries (7, gy).

Satisfiability checking in the guarded fragment GF is 2-EXPTIME-complete
[Grd99], such that, using Theorem 5.71 and the intermediate Datalog LITER
translation, we have that satisfiability checking w.r.t. GPs is 2-EXPTIME-hard.
The 2-EXPTIME membership was shown in Theorem 5.28, such that the com-
pleteness readily follows.

Every GP is a LGP and satisfiability checking w.r.t. to the former is 2-
EXPTIME-complete, thus we have 2-EXPTIME-hardness for satisfiability check-
ing w.r.t. LGPs. Completeness follows again from Theorem 5.28. a

5.7 Application: CTL Reasoning using GgPs

In this section, we show how to reduce CTL satisfiability checking (see Section
2.3.3, pp. 54) to satisfiability checking w.r.t. GgPs, i.e., guarded programs with
generalized literals.

In order to keep the treatment simple, we will assume that the only allowed
temporal constructs are AFq, E(p U ¢), and EXg, for formulas p and ¢. They
are actually adequate in the sense that other temporal constructs can be
equivalently, i.e., preserving satisfiability, rewritten using only those three
[HR00]. One can show that AXp is equivalent to ~EX—p. Intuitively, p holds at
all next successors if there is no successor where p does not hold. The formula
A(p U q) is equivalent with =E(—¢ U (=p A —q)) A AFg. This is less easy to see
immediately, but, to illustrate one direction, assume —E(—¢ U (-pA—q)) AAFq
is satisfiable. By the second conjunct we have that, on all paths, we eventually
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have a g. Choose the location of this ¢ to be minimal on each path, i.e., ¢ does
not hold on earlier states of the path. It remains to show that p holds up
until every such minimal ¢q. Assume not, then there is an earlier state where
—p A =g holds, and thus, by =E(—=g U (—p A —=q)), there must be earlier state
where ¢ holds, which is a contradiction, since the chosen state were ¢ holds
was minimal.

For a CTL formula p, let clos(p) be the closure of p: the set of subformulas
of p. We construct a GgP G U D, consisting of a generating part G and a
defining part D,. The guarded program G contains free rules (¢1) for every
proposition P € AP, free rules (g2) that allow for state transitions, and rules
(g3) that ensure that the transition relation is total:

[P1(S) V not [P](S) — (91)
next(S, N)V not next(S,N) — (92)
succ(S) «— next(S,N) «— S =5,not succ(S) (g3)

where [P] is the predicate corresponding to the proposition P. The S = S is
necessary merely for having guarded rules; note that any rule containing only
one (free) variable can be made guarded by adding such an equality.

The GgP D, introduces for every non-propositional CTL formula in clos(p)
the following rules (we write [¢] for the predicate corresponding to the CTL
formula ¢ € clos(p)); as noted before we tacitly assume that rules containing
only one (free) variable S are guarded by S = S:

e For a formula —¢ in clos(p), we introduce in D, the rule

[~4](S) < not [¢](5) (dy)

Thus, the negation of a CTL formula is simulated by negation as failure.
e For a formula ¢ A r in clos(p), we introduce in D,, the rule

[g AT](S) — [4](5), [7](5) (d2)

Conjunction of CTL formulas thus corresponds to conjunction in the body.
e For a formula AFq in clos(p), we introduce in D, the rules

[AFq](S) < [a](5) (d3)
[AF¢](S) < VN - next(S, N) = [AF¢](N) (d2)

We define AFq corresponding to the intuition that AFg holds if, either ¢
holds at the current state (d3) or for all successors, we have that AFg holds
(d%). Note that we use generalized literals to express the for all successors
part. Moreover, we explicitly use the minimal model semantics of (open)
answer set programming to ensure that eventually [g] holds on all paths:
one cannot continue to use rule (d3) to motivate satisfaction of AFg, at
a certain finite point, one is obliged to use rule (d3) to obtain a finite
motivation.
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e For a formula E(¢ U r) in clos(p), we introduce in D, the rules

[E(g U n)I(S) — [r](5) (da)
[E(g U n)I(S) < [g](5), next(S, N), [E(g U r)](N) (ds)

based on the intuition that there is a path where ¢ holds until r holds (and
r eventually holds) if either r holds at the current state (dy), or ¢ holds at
the current state and there is some next state where again E(q U r) holds
(ds). The minimality will again make sure that we eventually must deduce
r with rule (dy).

e For a formula EXg in clos(p), we introduce in D, the rule

[EXq](S) — next(S, N), [g](NV) (ds)

saying that EXq holds if there is some successor where ¢ holds.

Note that replacing the generalized literal in (d3) with a double negation has
not the intended effect:
[AFq](S) — not ¢'(S)
q'(S) < next(S,N), not [AFq](N)

A (fragment) of an open answer set could then be

({so0, 51, - ..}, {next(so, s1), next(s1, s2),...,
[AFq](s0), [AFg](s1),...}) ,

such that one would conclude that [AFgq] is satisfiable while there is a path
80,81, - . - Where g never holds.

Ezample 5.73. Consider the absence of starvation formula (Example 2.25, pp.
55) t = AFc. We rewrite this such that it does not contain =, i.e., we consider
the equivalent formula —=(¢t A =AFc). For AP = {¢,t}, the program G contains
the rules

[t](S) V not [t](S) —

[c](5) V not [¢](S)

next(S, N)V not next(S,N) —
succ(S) — next(S, N)

— § = 5,not succ(S)

The program D,, with p = —(t A =AFc), contains the rules
[=(t A =AF)](S) < not [t A =AFc](S)
[t A =AFC](S) « [t](S), [-AFc](S)
[-AF¢](S) « not [AFc](S)
[AFc](S) — [¢](5)
[AFc](S) < VN - next(S, N) = [AFc](N)

One can see that p is (CTL) satisfiable iff [p] is satisfiable w.r.t. GU D,,.
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Theorem 5.74. Let p be a CTL formula. p is satisfiable iff [p] is satisfiable
w.r.t. the GgP G U D),

Proof. For the “only if” direction, assume p is satisfiable. Then there exists a
model K = (S, R, L) of p such that K, s |= p, for a state s € S. Define

M = {next(s,t) | (s,t) € R} U{succ(s) | (s,t) € R}
U{lgl(s) | K,s = qnqe clos(p)} .

Then [p](s) € M; we show that (S, M) is an open answer set of G U D).

1. M is amodel of P = ((GU DP)E(S’M))M.
Free rules (g1) are always satisfied by M.
Free rules (g2) are always satisfied by M.
Take a rule succ(s) <« next(s,t) € P with M = next(s,t). Then,
by definition of M, (s,t) € R such that, again by definition of M,
succ(s) € M.

e There are no constraints « s = s € P. Indeed, otherwise succ(s) ¢
M, such that there is no ¢t € S for which (s,t) € R, a contradiction
since R is total.

e Take a rule [¢](s) <« € P originating from (di). Then [¢](s) & M,
such that, by definition of M, K, s |~ q. By definition of = for CTL, we
then have that K s = ¢, such that, by definition of M, [—¢|(s) € M.

e Take a rule r : [¢ AT](s) <« [¢](s),[r](s) € P, with M [ body(r).
Similarly to the previous case, we have that M = [q A 7](s).

o Take a rule [AFg|(s) — [¢](s) € R with [g](s) € M. Then, K,s | q,
by definition of M, such that K,s &= AFgq, and, by definition of M,
[AFg](s) € M.

e Take a rule r : [AFq](s) < [AFq|(t;),... € R, originating from (d3),
with M | body(r). By definition of the GeLi-reduct, we have that for
all ¢t; in 7, next(s,t;) € M, such that (s,t;) € R. Thus, we have that
for all ¢; where (s,t;) € R, then K,t; = AFq, such that K, s = AFg.
Thus, by definition of M, we have that [AFg|(s) € M.

e Take a rule [E(q U r)](s) « [r](s) € R, with [r](s) € M. Then
K,s = r, such that K,s = E(¢ U r), and thus, by definition of M,
[E(q U r)l(s) € M.

o Take a rule r : [E(q U r)](s) < [q](s), next(s,t),[E(¢ U r)](t) € R,
with M | body(r). Then K,s = ¢, (s,t) € R, K,t = E(q U r),
such that K,s = E(¢ U r), and by definition of M, we have that
[E(q U n)](s) € M.

o Take a rule r : [EXq|(s) «— next(s,t),[q](t) € R with M |= body(r).
Similarly as before, it follows that [EXg](s) € M.

2. M is a minimal model of P. Assume not, then there is a N C M, model of
P. We show that this leads to a contradiction, by showing that M C N.
o next(s,t) € M, then next(s,t) «— € P, and since N is a model, we

have that next(s,t) € N.
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o succ(s) € M, then (s,t) € R, such that next(s,t) € M, and thus, by
the previous next(s,t) € N. Thus, succ(s) < next(s,t) € P is applied
w.r.t. N such that succ(s) € N.

o [q|(s) € M. Then K, s |= —q, by definition of M, such that K, s [~ q,
and thus [¢](s) & M. Thus, [-¢](s) <€ P, and since N is a model, we
have that [-q](s) € N.

The rest of the cases are handled by induction on the structure of a literal.

e BASE CASE: [P](s) € M for a P € AP. With the free rule, we again
have that [P](s) € N.

e INDUCTION HYPOTHESIS: Assume that for ¢ and r: if [¢](s) € M,
then [¢](s) € N, and similarly for r.

e INDUCTION:

— [gAr)(s) € M, then K,s = q and K, s = r, such that [¢](s) € M
and [r](s) € M. By induction, we have that [¢](s) € N and [r](s) €
N. Thus with [¢ A 7](s) — [¢](s),[r](s) € P applied w.r.t. N, we
have that [¢ A 7](s) € N.

— Take [AFq](s) € M (and thus, K, s = AFq). Assume, by contradic-
tion, that [AFg](s) ¢ N. Then
a) K,s = —q. Indeed, otherwise, K, s = ¢, such that [¢](s) € M,

and, by induction, [g](s) € N. With [AFq]|(s) < [¢](s) € P, we
then have that [AF¢](s) € N, a contradiction.

b) 3(s,s") € R - [AFg](s’) ¢ N. Indeed, otherwise, the body of
the GeLi-reduct of (d3) would be applied w.r.t. N such that
[AF¢](s) € N, a contradiction.

With the same reasoning, we have that

a) K,s E ¢, and

b) 3(s',s") € R-[AFg|(s') & N.

Continuing this way, one can construct a path so = 5,51 = §’, 80 =

s",... where K,s; = —g, for all 1 < 4. Thus, K,s E EG—q, a

contradiction with K, s = AFg, such that [AFg](s) € N.

— [E(¢ U 7)](s) € M. Then there is path (so,$1),-..,(Sn—1,5) € R
with s = s, such that K,s; =¢,1 <i<n and K, s, E r. Then
[q](si) € M, 1 < i < n, and [r](sy) € M. By induction, we have
that [¢](s;) € N, 1 < i < n, and [r](s,) € N. With rule (dy4), we
have that [E(q¢ U r)](s,) € N. Since next(s;, s;+1) € N, we have
then, with rule (ds), that [Eq U r](sn,—1) € N. Continuing this way,
we have that [E(q U r)](s) € N.

— [EXq|(s) € M, then there is a ¢, such that next(s,t) € M (and
thus in V), and with K, ¢ = ¢. Thus [¢](¢t) € M, and, by induction,
[q](t) € N, such that with (ds), we have that [EXg](s) € N.

For the “if” direction, assume (U, M) is an open answer set of G U D,
such that [p](s) € M for some s, where p is a CTL formula. Define the model
K = (U,R,L) with R = {(s,t) | next(s,t) € M}, and L(s) = {P | [P](s) €
M A P € AP}. Remains to show that K is a structure and K, s |= p.
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The relation R is total, indeed, assume not, then there is a ¢ € U, which has
no successors in R. Then, there is no nezt(t,t’) € M, such that succ(t) ¢ M,
and the constraint (gs) gives a contradiction. We prove per induction on the
structure of a CTL formula ¢, that

K,skEq < [d(s)eM .

e BASE CASE: ¢ is a proposition P. It is immediate from the definition of

K that: K,s = P < [P](s) € M.

INDUCTION HYPOTHESIS: It is proved for formulas ¢ and r.

INDUCTION:

— Wehave K,s |E~q < K,s}tq < [q|(s) € M, where the latter
is due to the induction hypothesis. Assume K, s = —q, then [—¢](s) «—

€ P, and since M is an answer set, we have that [-q](s) € M. The

other way around, assume [—¢|(s) € M, then by minimality of M, there
must be an applied rule with [-¢](s) in the head. Thus (d;) is applied
and [q](s) € M, such that K, s = —q.

— We have K,s EF gAr < K,skEqgNK,sEr < (s €
M A [r](s) € M, where the latter is due to the induction hypothesis.
Assume K, s = gAr, then [g](s) € M A[r](s) € M, such that, since M is
an answer set, with rule (dz), [gAr](s) € M. Assume [gAr](s) € M, then
by minimality of M, [¢](s) € M A [r](s) € M, such that K,s = qAr.

— Wehave K,s = AFqiff Vm,mp=s-31 <i- K, m = q.

Assume K, s = AFq then for all chains next(s,7;) € M, ..., there is a
m; such that [¢](m;) € M. Assume, by contradiction, that [AFg](s) ¢ M.
Then, by rules (d3) and (d3), [¢](s) € M and there is a next(s, s’) € M
such that [AFg|(s’) &€ M. We repeat the reasoning for s’ = 71, such that
[q](m1) € M and there is a next(wy, s”) € M such that [AFq|(s”) & M.
We can continue this ad infinitum such that we defined a path © with
mo = s and no 4 such that [¢](m;) € M. This is a contradiction.

The other way around, assume [AFg](s) € M, then, by minimality of
M, there is either a [¢](s) € M, in which case we are done, since, by
induction, K,s = ¢ and thus K, s = AFq, or we have that for all s’
where nezt(s,s’) € M, [AFq|(s’) € M. We can continue our argument
for s’, and, by minimality of M, eventually we have to deduce that
on every path 7 from s’ (and thus from s), there is some 7; such that
K, m Eq.

— Wehave K,s EE(qU r)iff 3m,7m; -mp = sAVI<i<j-K,mEqA
K,7; = r iff there exist next(s,m;) € M,..., and V1 <i < j-[¢](m;) €
M A [r](mj) € M, where the latter is by the induction hypothesis.
Assume K, s = E(q U r), then V1 <i < j-[¢](m) € M A[r](m;) € M.
By (d4), we have that [E(q U 7)](7;) € M. By (ds), we then have that

[E(q U r)](mj_1) € M, and continuing the application of (ds), we end
up with [E(q U r))(s) €

Assume [E(q U r)](s) € M By minimality of M, we then have either
[r](s) € M or [q](s) € M, next(s,s’) € M, and [E(q U 7)](s") € M.
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In the former case, we have K,s |= r and thus K,s = E(¢ U r). In
the latter case, we have, again by minimality, either [r](s’) € M or
[q](s") € M, next(s',s") € M, and [E(¢ U r)](s”) € M. In the for-
mer case, we have [g](s) € M, next(s,s’) € M, and [r](s’) € M and
thus K,s &= E(¢ U r). In the latter case, we continue the construc-
tion. By minimality, this must eventually end with a constructed path
next(s,m¢) € M,..., and V1 <i < j-[g|(m) € M A[r](m;) € M such
that K,s = E(q U r).

— We have K,s = EXq iff 3(s,t) € R - K,t | ¢ iff Inext(s,t) € M -
[q](t) € M, where the latter is by the induction hypothesis. Assume
K, s |= EXq then Inext(s,t) € M - [q](t) € M, with (dg), we then have
that [EXgq](s) € M.

Assume [EXqg](s) € M, then by minimality of M and rule (dg), there
is a next(s,t) € M such that [g](t) € M, and thus K, s = EXq.
O

Since CTL satisfiability checking is EXPTIME-complete (see Theorem 2.26,
pp- 56) and satisfiability checking w.r.t. GgPs is 2-EXPTIME-complete (see
Theorem 5.69, pp. 188), the reduction from CTL to GgPs does not seem to
be optimal. However, we can show that the particular GgP G U D,, is a bound
GgP for which reasoning is indeed EXPTIME-complete and thus optimal.

The width of a formula 1 is the maximal number of free variables in its
subformulas [Gra02b]. We define bound programs by looking at their first-
order form and the arity of its predicates.

Definition 5.75. Let P be a gP. Then, P is bound if every formula in sat(P)
s of bounded width and the predicates in P have a bounded arity.

For a CTL formula p, one has that G U D,, is a bound GgP.
Theorem 5.76. Let p be a CTL formula. Then, GU D), is a bound GgP.

Proof. Every subformula of formulas in sat(G U D,)) contains at most 2 free
variables and the maximum arity of the predicates is 2 as well. O

Theorem 5.77. Satisfiability checking w.r.t. bound GgPs is
EXPTIME-complete.

Proof. Let P be a bound GgP. We have that (Pf)p is bound and one can check

that 3X-p(X, 0,¢9) AN\ gcompgl((Pf)p) is of bounded width. Note that formula
(5.19) on pp. 170 contains a p(X). The condition that each formula in sat(P)
is of bounded width is not enough to guarantee that p(X) has bounded width.
Add, e.g., ground rules r to P with increasing arities of predicates. Although
the width of formulas in sat(P) remains constant (no variables are added), the
arity of p(X) in Formula (5.19) increases, thus increasing the width. Hence,
the restriction that the arity of predicates in P should be bounded as well.
By Theorem 5.56 and 5.57, one can reduce satisfiability checking of a
bound GgP to satisfiability of a pGF-formula with bounded width. The latter
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can be done in EXPTIME by Theorem 1.2 in [GW99], such that satisfiability

checking w.r.t. bound GgPs is in EXPTIME.
The EXPTIME-hardness follows from Theorem 5.74 and the EXPTIME-

hardness of CTL satisfiability checking (Theorem 2.26). O



6

Description Logics Reasoning via Open Answer
Set Programming

In Section 6.1, we reduce satisfiability checking in the DL SHZQ to satisfi-
ability checking under IWA w.r.t. CoLPs, and in Section 6.2, we show how
a DL that adds constants and conjunction/disjunction of roles and removes
transitive roles from SHZQ, the DL ALCHOQ(U, M), can be simulated by
acyclic FoLPs. The DL ALCHOQ(L, M) extended with DL-safe rules can be
simulated using free acyclic EFoLPs as shown in Section 6.3. Section 6.4 de-
scribes the DL DLR which supports n-ary relations; a fragment of DLR,
so-called DER_{S}, can be simulated by bound guarded programs. We dis-
cuss in Section 6.5 some of the advantages and disadvantages of using open
answer set programming instead of DLs for knowledge representation. Finally,
we give an overview of related work in Section 6.6.

6.1 Simulating SHZQ

Consider the following knowledge base X' (modified from Example 2.24):

Personnel = Management L Workers Ll 3boss. Management
Management C (Vtake_orders. Management) M (> 3 boss. Workers)

The first axiom expresses that personnel consists exactly of the managers,
workers, and those people that are the boss of some managers. The second
axiom says that every manager takes only orders from other managers and is
the boss of at least 3 workers. Additionally, we assume X' contains the axiom
Trans(boss), indicating that if « is a boss of y and y is a boss of z, then z is
a boss of z.

A model of this knowledge base is T = ({j, w1, w2, ws, m},-%), with -Z
defined by
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Workers® = {w1, we, w3}
Management® = {m}
Personnel® = {j, w1, wa, w3, m}

bOSSI = {(.]7 m)v (mvwl)v (m7w2)7 (m7w3)7 (]a wl)a (.]7 wQ)a (.]7 ’LU3)}

take_orders® = ()

We translate the two axioms as three CoLP constraints (the first axiom actu-
ally corresponds to two terminological axioms)®:

— Per(X), not (Man U Wor U Jboss. Man)(X)
— not Per(X),(Man ) Wor U 3boss.Man)(X)
— Man(X), not ((Vtak.Man) 1 (> 3 boss. Wor))(X)

Intuitively, we associate with the concept expressions on either side of C in

a terminological axiom a new predicate name. We conveniently denote this
new predicate like the corresponding concept expression. The constraints sim-
ulate the behavior of the terminological axioms. E.g., if there is a Man(z) in
an open answer set, and there is no ((Vtak.Man) M (> 3 boss. Wor))(z), we
have a contradiction. This corresponds to the DL behavior of the correspond-
ing axiom: if z € Management® and = ¢ ((Vtak.Man) 1 (> 3 boss. Wor))Z,
we have a contradiction as the axiom requires that Man® C ((Vtak.Man) N
(> 3 boss. Wor))Z for models Z.

Note that we do not encode the transitivity of boss directly as a con-
straint «— boss(X, Y), boss(Y, Z), not boss(X, Z), as this is not a CoLP rule
(and cannot be written as one). Instead, we take into account transitivity of
roles when defining concept expressions that contain transitive roles (such as
Jboss.Man, see below).

After having translated the axioms as CoLP constraints, it remains to de-
fine the newly introduced predicates according to the DL semantics. Consider
the first constraint

— Per(X), not (Man ) Wor U 3boss.Man)(X)
We define Per as a free predicate:
Per(X) V not Per(X) <

Intuitively, the DL semantics gives an open (first-order) interpretation to its
concept names: a domain element is either in the interpretation of a concept
name or not.

Similarly, we have, for that particular constraint, the free rules

! 'We use short names for compactness: Man for Management, Wor for Workers,
Per for Personnel, tak for take_orders. Furthermore, we assume that a logic pro-
gram may contain predicate names starting with a capital letter; this should not
lead to confusion with variables, which appear only as arguments of predicates.
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Man(X) V not Man(X) «—
Wor(X) V not Wor(X) «
boss(X, Y) V not boss(X,Y) «—

Note that boss is a role name, so we introduce it as a binary predicate. The
predicate (Man LI Wor U 3boss. Man) can be defined by the rules:

(Man U Wor U 3boss. Man)(X) «— Man(X)
(Man U Wor U Jboss.Man)(X) «— Wor(X)
(Man U Wor U 3boss.Man)(X) <« (boss.Man)(X)

Intuitively, if (Man U Wor LI 3boss.Man)(z) is in an open answer set, then, by
minimality of open answer sets, there has to be either a Man(z), Wor(z), or
a (Jboss.Man)(x). Vice versa, if either Man(x), Wor(z), or a (3boss. Man)(x)
is in the open answer set, then (Man U Wor U 3boss.Man)(z) has to be as
well since the rules must be satisfied. This corresponds exactly to the DL
semantics for concept disjunction.

The predicate (Fboss.Man) is defined by the rules

(Fboss.Man)(X) < boss(X,Y), Man(Y)
(Fboss.Man)(X) < boss(X,Y), (3boss. Man)(Y)

The rules explicitly say that (3boss.Man)(x) holds in an open answer set
iff there is some chain boss(z, up), ..., boss(un,y), and Man(y) that hold in
that open answer set. By transitivity of boss, we should indeed have then that
(z,y) € boss™ such that © € (boss.Man)?.

The second constraint does not yield any new rules. The last constraint

— Man(X), not ((Vtak.Man) 1 (> 3 boss. Wor))(X)
introduces a new free rule for the tak predicate:
tak(X,Y) Vnot tak(X,Y) «—

and a rule that defines concept conjunction as conjunction in the body of a
rule:

((Vtak.Man) 1 (> 3 boss. Wor))(X) «— (Vtak.Man)(X), (> 3 boss. Wor)(X)

The predicate (Vtak.Man) is defined corresponding to the DL equivalence
Vtak.Man = —3tak.—~Man:

(Vtak.Man)(X) < not (Itak.—Man)(X)
(Ftak.—~Man)(X) « tak(X,Y), (=Man)(Y)
(=Man)(X) « not Man(X)

which also shows that negated concept expressions are defined using not.
Further note that, since tak is not transitive, we have no recursion in the rule
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for Ftak.~Man like for Fboss.Man: Ftak.—~Man should hold only when there
is a direct tak-connection with a Man element.
Finally, the number restriction is defined as follows:

(> 3 boss. Wor)(X) « boss(X, Y;),boss(X, Yz), boss(X, Ys),
Wor(Y;), Wor(Ye), Wor(Ys),
Vi#Yo, Y1 #Y3, Y2 #Ys

It uses inequality to ensure that there are at least 3 different boss successors
y of some z that are workers in an open answer set iff (> & boss. Wor)(zx) is
in the open answer set.

Before giving the formal translation, define the closure clos(C,X) of a
SHZQ concept expression C and a SHZQ knowledge base X as the smallest
set satisfying the following conditions:

C € clos(C, X)),

for each C C D an axiom in X (role or terminological), {C,D} C

clos(C, X)),

for each Trans(R) in X, {R} C clos(C, ),

for every D in clos(C, X), we have
if D =-Dj, then {D1} C clos(C, X),

— if D = Dy U Dy, then {D1, D2} C clos(C, X)),

- ifD:Dll_IDQ, then {Dl,DQ}g CZOS(O )

— if D =3R.Dy, then {R, D1} U{3S.Dy | SER, S # R, Trans(S) € £} C
clos(C, X)),

— if D =VR.Dy, then {3R.—D1} C clos(C, X),

- U D=(<n Q.Dyg),then {(>n+1 Q.D;)} C clos(C, X),

- if D=(>n Q.Dy), then {Q, D1} C clos(C, X).

Note that for a R~ € clos(C, X'), we do not necessarily add R to the closure,
instead, we replace in the CoLP translation occurrences of inverted roles R™
by the inverted predicate R'. Concerning the addition of the extra 3S5.D;
for 3R.D; in the closure, note that € (IR.D1)? holds if there is some
(z,y) € RT with y € D¥ or if there is some SER with S transitive such
that (z,up) € SZ,...,(un,y) € ST with y € D%. The latter amounts to
x € (39.D;1)%. Thus, in the open answer set setting, we have that IR.D; (z)
is in the open answer set if R(z,y) and D;(y) hold or 3S.Dq(z) holds for
some transitive subrole S of R. The predicate 35.D; will be defined by adding
recursive rules, as in the above example, hence the inclusion of such predicates
in the closure (which will be used to define the actual CoLP translation).

Furthermore, for a (< n @.D;) in the closure, we add {(> n+ 1 Q.D;)},
since we will base our definition of the former predicate on the DL equivalence
(£n QDy)=~(=n+1 Q.Dy).

Formally, we define ¢(C, X) to be the following CoLP, obtained from the
SHIQ knowledge base X' and the concept expression C:



6.1 Simulating SHZQ 201
For each terminological axiom C'C D € Y| add the constraint
— C(X),not D(X) (6.1)
For each role axiom R C S € X, add the constraint
—r(X,Y),not s(X,Y) (6.2)

where

_ Qi for R=Q,Q a role name
r=
Q for R = @, @ a role name

and similarly for s, i.e., replace (-)~ by (-)".

Next, we distinguish between the types of concept expressions that appear
in clos(C, X). For each D € clos(C, X):

— if D is a concept name, add

D(X)Vnot D(X) «— (6.3)
— if D is a role name, add
D(X,Y)Vnot D(X,Y) « (6.4)

— if D is an inverted role name R~ for a role name R, add

RY(X,Y)Vnot R{(X,Y) — (6.5)
~ iD= —F, add
D(X) < not F(X) (6.6)
~ ¥ D=EnNF,add
D(X) — E(X), F(X) (6.7)
~ ¥ D=EUF,add
D(X) — E(X)
D(X) — F(X) (6:8)
~ i D=3Q.E, add
D(X) — ¢(X, V), B(Y) (6.9)
where )
| RY for @ = R7, R arole name
~ |R  for Q = R, R arole name
and for all SEQ, S # R, with Trans(S) € X, add rules
D(X) «+ (3S.E)(X) (6.10)

If Trans(Q) € X, we further add the rule
D(X) < q(z,y), D(Y) (6.11)
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~ it D=VR.E, add
D(X) «— not (3R—E)(X) (6.12)
~ i D=(<n Q.E), add
D(X)—not (>n+1 Q.E)X) (6.13)
- ifD=(>n Q.F), add

(6.14)
where )
_ JR' for @ =R",R arole name
1= R  for Q@ = R, R a role name

Rule (6.9) is what one would intuitively expect for the exists restriction.
However, in case () is transitive this rule is not enough. Indeed, if ¢(z,y),
q(y, z), E(z) are in an open answer set, one expects (3Q.F)(x) to be in it as
well if @ is transitive. However, we have no rules enforcing ¢(z, z) to be in the
open answer set (as remarked above, this leads to non-CoLP rules). We can
solve this by adding to (6.9) the rule (6.11), such that such a chain ¢(z,y),
q(y, z), with E(2) in the open answer set correctly deduces D(z).

It may still be that there are transitive subroles of @) that need the same
recursive treatment as above. To this end, we introduce rule (6.10).

We do not need such a trick with the number restrictions since the roles
@ in a number restriction are required to be simple, i.e., without transitive
subroles.

Finally, note how we treat inverted roles, we replace inverted roles R~
by inverted predicates R!, which have, under the IWA (see pp. 72), a similar
semantics.

Theorem 6.1. Let X be a SHZIQ knowledge base and C a SHIQ concept
expression. Then, ®(C,X) is a CoLP, with a size that is polynomial in the
size of C' and X.

Proof. Observing the rules in ¢(C, X), it is clear that this program is a CoLP.

The size of the elements in clos(C, X) is linear and the size of clos(C, X)
is polynomial in C' and X. The size of the CoLP &(C, X') is polynomial in the
size of clos(C, X). The only non-trivial case in showing the latter arises by

the addition of rule (6.14) which introduces n(";l) inequalities for a number
restriction (> n @.E). We assume, as is not uncommon in DLs (see, e.g.,
[Tob01]), that the number n is represented in unary notation

11...1
—

such that the number of introduced inequalities is quadratic in the size of the
number restriction. a
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Theorem 6.2. A SHZQ concept expression C is satisfiable w.r.t. a SHZQ
knowledge base X iff the predicate C' is satisfiable under IWA w.r.t. &(C,X).

Proof. For the “only if” direction, assume the concept expression C' is satis-
fiable w.r.t. X, i.e., there exists a model Z = (AZ,-7) with C% # (). Define
(U, M) such that U = AT and

M ={C(x) |z € C*,C € clos(C, X),C a concept expression}
U {Ri(x,y) | (z,y) € (R7)%,R™ or Rin clos(C, X), R a role name}
U{R(x,y) | (z,y) € R*,; R~ or R in clos(C, X), R a role name} .

We have that (U, M) is an open answer set under IWA of ¢(C, X') that satisfies
C:

1. (U, M) is an open interpretation under IWA of ¢(C, X). By the DL se-
mantics of inverted roles and the definition of M, we have that R(x,y) €

M <= RYy,z) € M such that the IWA (Equation (3.1), pp. 72) is
satisfied.

2. Since CT # () there clearly is an x € U such that C(z) € M.

3. M is a model under IWA of &(C, 2)?,4 We check that every rule in

P(C, E),AJ/[ is satisfiable:

a) Take a rule «— C(x) originating from (6.1). Then, D(xz) ¢ M, such
that « € D?, by definition of M, and « ¢ C* by C C D. Thus,
C(z) ¢ M and the rule is satisfied.

b) Rules originating from (6.2) can be done similarly.

¢) Rules originating from the free rules (6.3), (6.4), and (6.5) are satisfied.

d) Take a rule D(z) «—€ &(C, E)y originating from (6.6) such that
E(z) ¢ M and thus * ¢ EZ, or, equivalently, z € (=E)f = DZ
such that D(z) € M.

e) Takearule EM F(x) « E(z), F(x) originating from (6.7) with F(x) €
M and F(x) € M. Then, x € (EN F)? = DT such that D(x) € M.

f) Rules originating from (6.8) can be done like the previous case.

g) Take a rule (3Q.E)(z) <« ¢(x,y), E(y) originating from (6.9) with a
body true in M. Then, (z,y) € Q% and y € EZ such that z € (3Q.E)*
and (3Q.E)(z) € M.

h) Take a rule D(z) <« (3S.E)(z) originating from (6.10) with a body
true in M. Then, z € (3S.E)T such that there is a (z,y) € ST and
y € EZ. Thus, with SEQ, (z,y) € QF and = € (3Q.E)? such that
(3Q.E)(z) € M.

i) Take a rule D(x) < q(z,y), D(y) originating from (6.11) with a body
true in M. Then, (z,y) € QF and y € (3Q.E)* such that there is a
(y,2) € QT and 2z € EZ. Since Q is transitive, we have that (z,2) €
Q* with z € E7? such that x € (3Q.E)? and, by definition of M,
D(z) € M.



204 6 Description Logics Reasoning via Open Answer Set Programming

j) Take a rule D(x) « originating from (6.12) such that (3R.—F)(x) ¢
M. Thus, z ¢ (3R.—~E)? such that = € (VR.E)? and D(z) € M.

k) Take a rule D(z) « originating from (6.13) such that
(>n+1 Q.E)(x) € M, and thus, * € (> n+ 1 Q.E)%, such that
z€(<n Q.E) and D(z) € M.

1) Take a rule D(z) «— q(z,y1),...,9(@,yn), E(Y1),..., E(yn) with a
body true in M. Then (z,11) € Q*,...,(z,y,) € QF and y; €
EZ, ...y, € ET with all y; pairwise different such that z € (>
n Q.E)%, and D(z) € M.

4. M is a minimal model under IWA of &(C, ¥ )y Assume not, then there
is a model under IWA N of &(C, E)AUd, such that N C M. We prove that
M C N, which leads to a contradiction. Take [ € M. We distinguish
between the following cases for I:

a) | = R(z,y) for a role name R. Then, by definition of M, (z,y) € R*
for R or R~ in clos(C, X).

If R € clos(C,X), then R is free and we have that R(x,y) <€
o(C, E)AU/I such that R(z,y) € N.

If R~ € clos(C, X)), then Rl is free. Since (z,y) € R, we have
that (y,z) € (R’)I and thus Ri(y,:v) € M. Then, Ri(y,x) —€
P(C, E)AU/I such that Ri(y,:v) € N. Since N satisfies the IWA, we
have that R(z,y) € N.

b) | = R'(x,y) for a role name R. This can be done like the previous.
c) Il = E(zx) for a concept expression E € clos(C,X). We look at the
structure of E and prove this by induction:

i

ii.

iii.

iv.

vi.

BASE: E = A, A a concept name. By rule (6.3), E(z) «¢€
P(C, E)[A]/[ such that E(z) € N.

INDUCTION HYPOTHESIS: Assume it is proved for concept ex-
pressions E’, C1, and Cs.

E = —FE'. Since E(x) € M, we have that = € (=E’)? such that
z € B and E'(z) ¢ M. Then, E(z) «— in ¢(C, E)AU/I and E(z) €
N.

E = C; MOy, then z € (C M C2)T such that z € Cf and z € CE.
Then Cy(z) € M and Cs(z) € M. By induction, we have Cy(x) €
N and Cy(x) € N. With rule (6.7), we have that E(z) € N.

E = C7 U Csy. Again per induction, and similar to the previous
case.

E = 3Q.E'. From E(z) € M we get z € (3Q.E’)? and thus
there is a y such that (z,y) € Qf and y € E'* By definition
of M, q(z,y) € M and E’'(y) € M. From ¢(x,y) € M, we have,
by the above, that ¢(z,y) € N. By induction, we also have that
E'(y) € N. With rule (6.9), we then have that E(x) € N.
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vii. E = VQ.E'. From E(z) € M, we have that * € EZ such that
z ¢ (3Q.~E")T and (3Q.~E')(x) ¢ M. Thus, E(z) «—¢€ &(C, X)),/
such that E(x) € N.

viii. F = (< n Q.E'). From (< n Q.E')(z) € M we have that = €
(<n Q.E'), such that z ¢ (> n+ 1 Q.E’)T and thus E(x) «—¢€
P(C, E)[I\]/[, such that E(x) € N.

ix. E = (>n Q.E'). Then z € EZ such that there are at least n
different y; such that (z,7;) € Q% and y; € E'F and thus q(z, ;) €
M and E'(y;) € M such that ¢(z,y;) € N and, by induction,
E'(y;) € N. With rule (6.14), we then have that E(x) € N.

For the “if” direction. Assume (U, M) is an open answer set under IWA of
&(C, X)) with C(u) € M. Define an interpretation Z = (A%, ), with AT = U,
and AT = {z | A(x) € M}, for concept names A,

R ={(z,y) | r(z,y) € M} U U {(z,y) | s(z,y) € M})"
Trans(S)eX,SER

for role names or inverted role names R, where ()* denotes transitive closure

and r is as before (equal to R if R is a role name, and Q' if R = Q™ for a
role name @), and similarly for s. Intuitively, we define R like M defines it,
but since M does not ensure transitivity of roles, we transitively close every
subrole S of R that is declared to be transitive in Y.

We have that (R_)I = {(z,9) | (y,2) € R*} for a role name R. In-
deed, assume (z,y) € (R™)", then either Ri(z,y) € M or there is a SER™,
Trans(S) € X such that (z,y) € ({(u,v) | s(u,v) € M})*. In the former
case, R(y,z) € M since M satisfies the IWA and thus (y,z) € RZ. In
the latter case, there is a s(z,up) € M,...,s(u,,y) € M. If S is a role
name, we have s = S such that S'(y,u,) € M,...,S (ug,z) € M other-
wise S(y,un) € M,...,S(up,x) € M. Since SER™, we have that STER and
Trans(S™) € X and thus (y,z) € RT.

The other direction is similar.

Claim.
r € D? < D(x) € M, D a concept expression .

We prove the claim by induction on the structure of D.

1. D = A where A is a concept name. Immediate by the definition of AZ.
2. D=-D'.

re (=D < x¢g DT
< D'(x) ¢ M (by induction)
= D(z) € M (by rule (6.6))
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-D'(z) € M = D'(z) € M (M minimal and with rule (6.6) )
=2z ¢ D" (by induction)
=z € (~D")?

3. D= DM Ds.

z € (D1ND)* & x€ D¥ andz € DI
< Di(z) € M and D3(z) € M (by induction)
= D1NDy(x)e M (by rule (6.7))

Dy |_|D2($) € M= Dl({E) € M and DQ({E) eM
(M minimal, and rule (6.7))
= z € D17 N Dy? (by induction)
=T € (Dl M Dg)z

. D = D1 U Ds. Like the previous case.

. D = 3Q.D’. For the “only if” direction, assume z € D%, then there is
a(r,y) € Q¥ and y € D'*. By induction, we have that D'(y) € M. By
definition of Q%, we have that either q(z,y) € M or (z,y) € ({(u,v) |
s(z,y) € M})* for some SEQ with Trans(S) € X.

In the former case, we have with rule (6.9) that D(z) € M. In the lat-
ter case, we have that s(z,ug) € M,...,s(un,y) € M. Since 3S.D’ €
clos(C, X)), we have that 35.D'(u,,) € M with rule (6.9). Repeatedly ap-
plying rule (6.11), yields 35.D’(x) € M. By rule (6.10), we then have that
D(z) € M.

For the “if” direction, assume D(z) € M. Then, D(z) € 71" for a finite n.
We prove it by induction on n. Looking at rules (6.9), (6.10), and (6.11),
we have that n > 1, such that the base case of our induction is n = 2.

-2
e BASE CASE. Assume D(z) € T* . Then neither (6.10) nor (6.11)
could have been used to deduce this (since their bodies contain a literal

that cannot be in Til). Thus, by rule (6.9), we have that ¢(z,y) €
M and D'(y) € M. Thus, by induction on the structure of concept
expressions, we have that y € D'" and, with (z,y) € QF, we have that
z € DT,

e INDUCTION HYPOTHESIS. Assume that for concept expressions of
the form 35.D" and some y € U with (35.D")(y) € " 1, we have
y € (3S.D")L.

e INDUCTION. Take (35.D")(y) € 71", Then one of the rules originat-
ing from (6.9), (6.10), and (6.11) must have an applied body true in
i
— Take (6.9) such that s(y,z) € M and D’(z) € M. By induction on

the structure of concept expressions, we have that (y,z) € S7 and
z € D'F such that y € (35.D")Z.
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~ Take (6.10) such that (35".D')(y) € TV for S'ES with & # S
and Trans(S’) € X. Then, by induction, y € (35".D")% such that
there is a (y,2) € S'F and z € D'*. We have that s/(y,z) € M
or there is a RES’, Trans(R) € X, such that (y,z) € ({(u,v) |
r(u,v) € M})*. In the former case, we have with constraints (6.2)
that s(y,2) € M and thus (y,z) € SZ. In the latter case, we have,
since RES, Trans(R) € X, that (y, 2) € ST. Thus y € (35.D")%.

~ Take (6.11), then s(y,z) € M and (35.D))(z) € M N T .
Thus (y,z) € ST and, by induction, z € (3S.D’) such that
y € (3S.D")L.
6. D=VR.D'.

r € (VR.D')! & 2 ¢ (3R-D")?
< dR.—~D'(x) ¢ M (by the previous)
= VR.D'(x) € M (by rule (6.12))

VR.D'(z) € M= dR.~D’(z) ¢ M (M minimal, and rule (6.12))
= x ¢ (3R.~D")T (by the previous)
=z € (VR.D')*

7. D=(<n Q.D).

r€(<n QD) &4yl (r,y) eQFANyeDF}<n
= #{y | q(z,y) € M AND'(y) € M} < n (by induction)
= #{ylaqlz,y) e MAD'(y) e M} 2n+1
= (>n+1 Q.D')(z) ¢ M (M minimal)
= (<n Q.D')(x) € M (by (6.13))

(<n QD) z)e M= (>n+1 Q.D")(z) € M (M minimal)
= #{y | a(z,y) € M ND'(y) € M} < n (by (6.14))
= #{y| (z,y) € Q* Ay e D"} <n (Q simple)
=z (<n QD)

8. D=(>n Q.D).

ze(>n QD) & #{y|(r,y) eQPAyeD*} >n
= #{y | q(z,y) € M A D'(y) € M} > n (Q simple)
= (>n Q.D')(x) € M (by rule (6.14))

(>n Q.D)(x)e M < #{y|q(z,y) e M AD'(y) € M} > n (M is min.)
= #{y | (z,y) € QF Ay € D'} > n (by induction)
=xc(>n QD)

We can now check that 7 satisfies every terminological axiom Dy T Ds.
Take z € D and x ¢ D%, then we have just shown that Di(z) € M and
Dy(z) ¢ M, and by rule (6.1), this gives a contradiction.

Take a role axiom Ry C Ry. Take (z,y) € R¥. Then rq(x,y) € M or there
is some SER;, Trans(S) € X, such that (x,y) € ({(u,v) | s(u,v) € M})*. In
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the former case, we have by the constraint (6.2), that r2(z,y) € M such that
(z,y) € RL. In the latter case, we have that SERy and Trans(S) € X such
that (z,y) € RZ.

If Trans(R) € X, then RZ should be transitive. Take (z,y) € R and
(y,2) € RT. We distinguish between four cases (we only prove the first one,
the others are similar).

o r(z,y) € M and (y,2z) € {(u,v) | s(u,v) € M})* for some SER and
Trans(S) € X. Thus, there is some s(y,up) € M,...,s(up,2) € M. We
have that S C S; £ Sy C ... T R such that, by constraints (6.2),
s1(y,up) € M, ..., s1(un,z) € M, and, finally, r(y,ug) € M, ..., r(un,2) €
M. Since RER, Trans(R) € X, and r(z,y) € M;r(y,up) € M, ...,
7(un, 2) € M we have that (z,z) € RZ.

e (z,y) € {(u,v) | s1(u,v) € M})* for some S1ER and Trans(S1) € X, and
(y,2) € ({(u,v) | s2(u,v) € M})* for some SoER and Trans(S2) € X.

o (z,y) € {(u,v) | s(u,v) € M})* for some SER and Trans(S) € X, and
r(y,z) € M.

o 7r(zr,y) € M and r(y,z) € M.

Remains to check that C7 is not empty. We have that C(u) € M, and we
know that this is only possible if u € CZ. O

By the EXPTIME-hardness of SHZ Q satisfiability checking, we have a similar
lower bound for satisfiability checking under IWA w.r.t. CoLPs.

Theorem 6.3. Satisfiability checking under IWA w.r.t. CoLPs is EXPTIME-
hard.

Proof. Satisfiability checking of SHZQ concept expressions w.r.t. a SHZQ
knowledge base is EXPTIME-complete (Corollary 6.29 in [Tob01]). By Theorem
6.2 and Theorem 6.1, we can polynomially reduce such satisfiability checking
to satisfiability checking under IWA w.r.t. CoLPs. O

We have an EXPTIME upper bound for satisfiability checking under IWA w.r.t.
CoLPs such that the completeness follows.

Theorem 6.4. Satisfiability checking under IWA w.r.t. CoLPs is EXPTIME-
complete.

Proof. Membership follows from Theorem 3.39 (pp. 94) and hardness from
Theorem 6.3. O

6.2 Simulating ALCHOQ(U,M)

In this section, we consider the DL that can be obtained from SHZQ by
allowing for nominals (Q), role disjunction (L), and role conjunction (1), and
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by removing the support for transitive and inverse roles. The resulting DL is
ALCHOQ(U, M) (leaving out transitivity yields ALC instead of S).
Consider the knowledge base from Example 2.24:

Personnel = Management L Workers U {john}
{john} C Fboss. Management
Management C (Vtake_orders. Management) M (> 3 boss. Workers)

where boss is not transitive — it was in the previous section. Personnel consists
exactly of the managers, workers, and a particular individual john where john
is the boss of some manager.

We show how to translate ACCHOQ(U,M) satisfiability checking w.r.t.
ALCHOQ(U, M) knowledge bases to the type of programs where constants
are allowed: FoLPs (see Chapter 4), in particular acyclic FoLPs. The above
knowledge base translates, similar to the previous section, to the constraints

— Per(X), not (Man U Wor U {john})(X)

— not Per(X),(Man U Wor U {john})(X)

— {john}(X), not (Fboss.Man)(X)

— Man(X), not ((Vtak.Man) 1 (> 3 boss. Wor))(X)

with the definition of the predicates as follows:

Per(X) V not Per(X) «
Man(X) V not Man(X) «—
Wor(X) V not Wor(X) «—
boss(X,Y) V not boss(X,Y) —
tak(X,Y)V not tak(X,Y) —
(Man U Wor U {john})(X) — Man(X)
(Man U Wor U {john})(X) «— Wor(X)
(Man U Wor U {john})(X) « {john}(X)
(Fboss.Man)(X) < boss(X,Y), Man(Y")
((Vtak.Man) 1 (> 3 boss. Wor))(X) «— (Vtak.Man)(X), (> 3 boss. Wor)(X)
(Vtak.Man)(X) < not (Ftak.—Man)(X)
(Ftak.—~Man)(X) « tak(X,Y), (=Man)(Y)
(=Man)(X) < not Man(X)
(> 3 boss. Wor)(X) « boss(X, Y1), boss(X, Yz),

boss(X, Ys),
Wor(Y;), Wor(Ys), Wor(Ys),
Vi#Yo,Y1#Y3,Y2#Y3

The only predicate that is not yet defined is {john}. We define such nominals
by facts:

{john}(john) —

such that, intuitively, the only x that makes {john}(x) true in an open an-
swer set is john. The other new constructs in ALCHOQ(U, M), compared to
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SHIQ, are role conjunction and disjunction. A role expression boss Ll tak can
be translated by the rules

(boss U tak)(X,Y) «— boss(X,Y)
(boss U tak)(X,Y) «— tak(X,Y)

and boss N tak by
(boss Mtak)(X,Y) «— boss(X,Y), tak(X,Y)

We define the closure, taking into account nominals and role expressions:
the closure clos(C,X) of an ALCHOQ(L,M) concept expression C' and an
ALCHOQ(U, M) knowledge base X is the smallest set satisfying the following
conditions:

o C € clos(C,X),
e for each C C D an axiom in X (role or terminological), {C, D} C
clos(C, X)),
e for every D in clos(C, X)), we have
— if D = =Dy, then {D;} C clos(C, X)),
— if D = Dy U Dy, then {Dy, D3} C clos(C, X),
— if D = DM Dy, then {Dy, D3} C clos(C, X),
— if D =3R.Dq, then {R, D1} C clos(C, X),
— if D =VR.Dy, then {3R.—D1} C clos(C, X),
- U D=(<n Q.Dyg),then {(>n+1 Q.D;)} C clos(C, X),
- if D=(>n @Q.Dy), then {Q, D1} C clos(C, X).

Note that nominals {0} are not in the above case analysis; they are considered
base objects, such as concept names and role names. Further note that we
assumed that D can be both a role and a concept expression (for U and ).
Formally, we define #(C,X) to be the following acyclic FoLP, obtained
from the ALCHOQ(U,M) knowledge base X' and the concept expression C:

e For each terminological axiom C C D € X, add the constraint
— C(X),not D(X) (6.15)
e For each role axiom R C S € X, add the constraint
— R(X,Y),not S(X,Y) (6.16)

e Next, we distinguish between the types of concept and role expressions
that appear in clos(C, X). For each D € clos(C, X):
— if D is a concept name, add

D(X)V not D(X) « (6.17)
— if D is a role name, add

D(X,Y)Vnot D(X,Y) — (6.18)
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- if D={o0}, add
D(o) « (6.19)

~ i D =—FE, add
D(X) < not F(X) (6.20)

— if D=FENF, D a concept expression, add
D(X)«— E(X),F(X) (6.21)

- if D=FUF, D a concept expression, add

D(x) < F(x) (622
— if D=FENF, D arole expression, add
D(X,Y)— F(X,Y),F(X,Y) (6.23)
— it D=FEUF, D arole expression, add
DX ¥) = LT (620
- if D=3Q.E, add
D(X)— Q(X,Y),E(Y) (6.25)
- it D=VR.E, add
D(X) < not (3R.-E)(X) (6.26)
- ifD=(<n Q.F), add
D(X)—not (>n+1 Q.E)X) (6.27)

- ifD=(>n Q.F), add

D(X) — Q(X, Y1),...,Q(X, Yn),E(Y1),...,E(Yn),Ui?gj{Yi 75 Y7}
(6.28)

Theorem 6.5. Let X be an ALCHOQ(U,M) knowledge base and C an
ALCHOQ(U, M) concept expression. Then, $(C,X) is an acyclic FoLP, with
a size that is polynomial in the size of C and X.

Proof. Observing the rules in ¢(C, X), it is clear that this program is a FoLP.
Furthermore, it is acyclic: rules with non-empty head correspond to concept
or role expression definitions with positive bodies that contain only concept
or role expressions that are structurally smaller. E.g., a concept disjunction
D U E is defined by rules (DU E)(X) « D(X), E(X).

The polynomiality of the size of (C, X) can be seen like in the proof of
Theorem 6.1. a
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Theorem 6.6. An ALCHOQ(U,M) concept expression C is satisfiable w.r.t.
an ALCHOQ(U, M) knowledge base X iff the predicate C is satisfiable w.r.t.
(C, %).

Proof. For the “only if” direction, assume the concept expression C' is satisfi-
able w.r.t. X, i.e., there exists a model Z = (A%, -7) with C% # (). We rename
the singleton element from {0} C AZ as o, which is possible by the unique
name assumption. We construct the open answer set (U, M) with U = A%
and M = {C(z) | x € C*,C € clos(C, %), C concept expression} U {R(z,y) |
(z,y) € RT, R € clos(C, X)), R role expression}.

We have that (U, M) is an open answer set of ¢(C, X) that satisfies C"

1. Since O # () there clearly is an = € U such that C(x) € M.
2. M is a model of &(C, 2)%. We check that every rule in &(C, 2)?,4 is
satisfied:
a) Rules (6.15), (6.16), (6.17), (6.18), (6.20), (6.21), (6.22), (6.25), (6.26)
(6.27), and (6.28) can be done as in the proof of Theorem 6.2.
b) Take a rule D(o) «—¢ &(C, E)y originating from (6.19). We have that
o € {0} such that, by definition of M, D(0) € M.
c) Take a rule EMF(z,y) «— E(z,y), F(z,y) originating from (6.23)
with E(z,y) € M and F(z,y) € M. Then, (z,y) € (EN F)? = D*
such that D(z,y) € M.
d) Rules originating from (6.24) are similar as the previous.
3. M is a minimal model of &(C, E)AU/I Assume not, then there is a model N
of (C, E),I\J/[, such that N C M. We prove that M C N, which leads to
a contradiction. Take [ € M. We distinguish between the following cases
for I:
a) | = E(x,y) for a role expression E € clos(C,X). We look at the
structure of E and prove this by induction:
i. BASE: E a role name. By rule (6.18), E(z,y) <€ &(C, E)[A]/[ such
that E(z,y) € N.
ii. INDUCTION HYPOTHESIS: Assume it is proved for role expres-
sions C7 and (.
iti. F = C}MCa, then (z,y) € (C1 M Cs)? such that (x,y) € CF and
(z,y) € C%. Then Cy(x,y) € M and Cy(z,y) € M. By induction,
we have Ci(z,y) € N and Ca(z,y) € N. With rule (6.23), we then
have that E(z,y) € N.
iv. F = Cq U (5. Again per induction, and similar to the previous
case.
b) | = E(z) for a concept expression E € clos(C,X). This can be done
as in the proof of Theorem 6.2.

For the “if” direction. Assume (U, M) is an open answer set of &(C, X))
with C(u) € M. Define an interpretation Z = (AZ,.7), with AT = U, AT =
{x | A(z) € M} for concept names A, RT = {(x,y) | R(z,y) € M} for role
names R and {0} = {0}, for o € cts(®(C, X)).
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We have that |{o}Z| = 1.
Furthermore, one can show, along the lines of the proof of Theorem 6.2,
that
z € DY <= D(z) € M, D a concept expression

and
(z,y) € D¥ <= D(x,y) € M, D a role expression

It is then easy to check that Z satisfies every terminological axiom Dy C Do
as well as every role axiom.

It remains to check that C7Z is not empty. We have that C(u) € M and we
know that this is only possible, by the above, if u € C7. O

We investigated decidability for FoLPs (which contain constants) in Chapter
4 by a reduction to finite answer set programming and as such obtained re-
stricted types of FoLPs: local, semi-local, and acyclic FoLPs. This need for
restricted FoLLPs explains why we did not consider transitivity of roles for sim-
ulation (and thus we simulated ACCHOQ(L, M) instead of SHOQ(U,M)). To
simulate transitivity one needs rules such as (6.11): D(X) « Q(X,Y),D(Y)
which are not acyclic such that they cannot be rewritten as local FoLPs that
have the bounded finite model property.

We did not allow for inverse roles since FoLLPs do not allow for inverted
predicates (they lead to infinity programs and a reduction to finite answer set
programming is no longer possible).

On a final note on the choice of ALCHOQ(U,M): we did not allow for
role negations —R? in addition to role conjunction and disjunction. We could
simulate such a negation by rules

(=R)(X,Y) < not R(X,Y)

However, such rules are neither CoLP nor FoLP rules (there is no positive

atom that connects X and Y') such that a simulation into a (known) decidable

fragment of programs under the open answer set semantics is not possible.
We have an EXPTIME lower bound for acyclic FoL.Ps.

Theorem 6.7. Satisfiability checking w.r.t. acyclic FoLPs is EXPTIME-hard.

Proof. Since satisfiability checking of the sublanguage AL w.r.t. a set of ax-
ioms is EXPTIME-complete [BCMT03], we have, with Theorems 6.5 and 6.6,
the hardness result. a

Theorem 6.8. Satisfiability checking w.r.t. EFoLPs (Q,R) where Q U R is
acyclic is EXPTIME-hard.

Proof. Satisfiability checking w.r.t. an acyclic FOLP P can be reduced to sat-
isfiability checking w.r.t. to the EFoLP (P, ) where P U@ is acyclic such that
with Theorem 6.7 the result follows. a

2 (=R)T = AT\RZ.
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Theorem 6.9. Satisfiability checking w.r.t. free acyclic EFoLPs is EXPTIME-
hard.

Proof. Satisfiability checking w.r.t. an acyclic FOLP P can be reduced to sat-
isfiability checking w.r.t. to the free acyclic EFoLP (P, ) such that with The-
orem 6.7 the result follows. a

Theorem 6.10. Satisfiability checking w.r.t. local FoLPs is EXPTIME-hard.

Proof. By Theorem 4.24 (pp. 134) and Theorem 4.25, we can reduce satisfi-
ability checking w.r.t. acyclic FoLPs to local FoLPs such that, by the EXP-
TIME-hardness of the former, also satisfiability checking w.r.t. local FoLPs is
EXPTIME-hard. O

Theorem 6.11. Satisfiability checking w.r.t. local EFoLPs is EXPTIME-hard.

Proof. Satisfiability checking w.r.t. a local FoOLP P can be reduced to satisfi-
ability checking w.r.t. to the local EFoLP (P, () such that with Theorem 6.10
the result follows. O

Theorem 6.12. Satisfiability checking w.r.t. semi-local FoLPs is EXPTIME-
hard.

Proof. Every local FoLP is semi-local, by definition of semi-local FoLPs (see
Definition 4.12, pp. 124), such that by Theorem 6.10, the result follows. O

Theorem 6.13. Satisfiability checking w.r.t. semi-local EFoLPs is EXPTIME-
hard.

Proof. Satisfiability checking w.r.t. a semi-local FOLP P can be reduced to
satisfiability checking w.r.t. to the semi-local EFoLP (P,0) such that with
Theorem 6.12 the result follows. O

6.3 Simulating ALCHOQ(U, M) with DL-safe Rules

In [MSS04], integrated reasoning of DLs with DL-safe rules was introduced.
DL-safe rules are unrestricted Horn clauses where only the communication
between the DL knowledge base and the rules is restricted; they enable one
to express knowledge inexpressible with DLs alone, e.g., triangular knowledge
such as [MSS04]

BadChild(X) «— GrChild(X), parent(X, Y), parent(Z, Y), hates(X, Z)

saying that a grandchild that hates its sibling is a bad child.
We introduce DL-safe rules like in [MSS04]. For a DL knowledge base X
let Nc and N be the concept and role names in X and Np is a set of unary
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or binary® predicate symbols such that No U Ng € Np. A DL-atom is an
atom of the form A(s) or R(s,t) for A € No and R € Ng. A DL-safe rule is a
rule of the form a < by,..., b, where a and b;, 1 <i < n, are regular atoms®
and every variable in the rule appears in a non-DL-atom in the rule body.
Note that symbols o from {o} may be used as constants in DL-safe rules. A
DL-safe program is a finite set of DL-safe rules. Let cts(X, P) be the set of
individuals and constants in X or P, i.e.,

cts(X,P)={o| {o} € X} Ucts(P) .

We provide an alternative semantics based on DL interpretations like in
[HPS04b] rather than on the first-order interpretations used in [MSS04]. How-
ever, both semantics are compatible as indicated in [MSS04]. For (X, P) and
an interpretation Z = (A%, .T) of X5 we extend Z for Np and cts(P) such
that for unary predicates p € Np, p? C AZ, for binary predicates f € Np,
T C AT x AT and o € AT for o € cts(P). Such an extended interpretation
is, by definition, an interpretation of (X, P).

A binding for an interpretation Z of (X, P) is a function o : vars(P) U
cts(X, P) — AT with o(0) = o for o € cts(X, P); it maps constants/nominals
and variables to domain elements. A unary atom a(s) is then true w.r.t. o and
T if o(s) € a?, and a binary atom f(s,t) is true w.r.t. o and Z if (o(s),0(t)) €
fZ. A rule r is satisfied by Z iff for every binding ¢ w.r.t. Z that makes the
atoms in the body true, the head is also true. An interpretation of (X, P) is
a model if it is a model of X' and it satisfies every rule in P.

In Section 6.2, we reduced ALCHOQ (U, M) satisfiability checking to acyclic
FoLP satisfiability checking. We can reduce satisfiability checking of predicates
in Np w.r.t. ACCHOQ(U, M) knowledge bases extended with DL-safe rules to
satisfiability checking w.r.t. free acyclic EFoLPs.® We provide some intuition
with an example.

Take a knowledge base X

dmanf.Co M Jhas_price T Product ,

expressing that if something is manufactured in some country and it has a
price then it is a product.” We have some facts in a DL-safe program P about
the world we are considering:

is_product_of (p, c¢;) — manf (p, japan) —
is_product_of (p, cg) — Co(japan) —

3 In [MSS04], n-ary predicates are allowed.

4 No equality is allowed.

5 We assume, with loss of generality (by the unique name assumption), that for
nominals {o} in X, there is a 0 € AT such that {0} = {o}.

6 In [MSS04], the SHOZN (D) DL is considered instead of ALCHOQ(LI,M).

" 3has_price is shorthand for Jhas_price. T, where TZ = AZ for every interpreta-
tion Z. For the formal EFoLP translation, we can assume that T is equivalent to
A=A for some concept A.
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saying that p is a product of company c¢; and company cg, that p is manufac-

tured in Japan and that Japan is a country. Those facts are vacuously DL-safe
since they do not contain variables. Additionally, we have a DL-safe rule in
P saying that if a product is a product of 2 companies then those companies
are competitors®,

r1 : competitors(Cy, Cy) <« Product(P),is_product_of(P,C1),
is_product_of (P, Cs)
Note that this is indeed a DL-safe rule since every variable occurs in a
is_product_of atom, which is a non-DL-atom in the body of the rule. The

only DL-atom in the rule is Product(P). A model Z of (X,P) is T =
({japan, c;, c2,p,x},-T) with -Z defined as follows:

= {japan}
Product® = {p}
manf* = {(p, japan)}
z)}

(p,
is_product_ of ={(p,c1),(p,c2)}
competztors { ( C1, ) }

has_price’ = {

We translate (X, P) to a free acyclic EFoLP: the DL axiom is translated
to the constraint

— (Imanf.Co M Jhas_price)(X), not Product(X)

where we introduce predicates corresponding to the concept expressions. Fur-
thermore, we define these predicates by the rules

(Imanf.Co M Jhas_price

)(X) «— (manf.Co)(X), (Shas_price)(X)
(Imanf.Co)

)

t

— manf(X,Y),Co(Y)
(3has_price has_price(X,Y)
Product(X) V not Produc
Co(X) V not Co

manf (X, Y)V not manf(X

has_price(X, Y) V not has_price(X

(X
(X
(X
(X
(X
Y
Y

)

) —
) —
) —
) —
) —

Since DL-safe rules have essentially a first-order interpretation it may be
that (c1,ca) € competitors® for a model Z of (X, P) without any justification
in Z: the body of r; in P does not need to be satisfied in order to have

8 Actually, to correspond entirely with the desired semantics, we need to indicate
that C1 and C2 are different companies. This seems to be not possible with the
DL-safe rules in [MSS04], however, it is with EFoLPs using #.
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(c1,¢2) € competitorsT. The open answer set semantics, however, only deduces
competitors(cy, cz) in an open answer set if the body of r1 is satisfied in that
open answer set, since otherwise the open answer set would not be minimal
(one could omit competitors(cy, cz) and still have an open answer set).

To solve this, we introduce for each predicate g of a DL-safe program, a free
rule: competitor(Cy, Cz) V not competitor(Cy, Cg) < . One has then always
a motivation for competitor(C;, Cg), mimicking the first-order semantics.

Formally, we define the acyclic FOLP (X, P) like the ¢(C, X) from Section
6.2 where C is some arbitrary concept from X with additionally the following
free rules added:

p(X) V not p(X) —

for each unary p € Np\ N¢ and
p(X,Y)Vnot p(X,Y) — ,
for each binary p € Np\ Npg.

Theorem 6.14. Let (X, P) consist of an ALCHOQ(U, M) knowledge base X
and a DL-safe program P. Then, (x(X, P), P) is a free acyclic EFoLP, with

a size that is polynomial in the size of X and P.

Proof. As in Theorem 6.5, we have that x(X, P) is an acyclic FoLP. Further-
more, P contains only unary and binary predicates such that (x(X, P), P)
is an EFoLP and since x(X, P) contains free rules for every predicate in P,
(x(X, P), P) is a free acyclic EFoLP.

The polynomiality of the size of (X, P) can be seen like in the proof of
Theorem 6.5. a

Theorem 6.15. Let X' be an ALCHOQ(U,MN) knowledge base, P o DL-safe
program, and p a unary predicate in Np. Then, p is satisfiable w.r.t. (X, P)
iff p is satisfiable w.r.t. (x(X, P), P).

Proof. From [MSS04] (Theorem 1), we have that Z is a model of (X, P) iff 7
is a model of (¥, P") with P' = P4,(x, py, which follows from the DL-safeness,
i.e., every variable in P must appear in a non-DL atom.

For the “only if” direction, assume p is satisfiable w.r.t. (X, P'), i.e., there
exists a model Z = (A%, -7) with p # ). We construct the open answer set
(U, M) with U = AT and M = {q(z) | z € ¢*,q € (x(X, P'),P'),q unary} U
{r(z,y) | (x,y) € rt,r € (x(X, P"), P'),r binary }.

We have that (U, M) is an open answer set of (x(X, P'), P') that satisfies
p:

1. Since p® # () there is an x € U such that p(x) € M.
2. M is amodel of R = Ry URy = x(X, P')II\J/[ U P'™. We check that every
rule in R is satisfied:
a) That every rule in R, is satisfied can be done as in the proof of The-
orem 6.6.
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b) Take a rule | «— [ € Ry = P,(s, p) originating from [ — 3 € P.?
Assume that 5 C M (8 does not contain equality atoms). Take ¢(s) €
3, then s € cts(X, P). Since ¢(s) € M, we have that s € ¢, such that
q(s) is true in Z. We can repeat this argument for binary atoms and
conclude that the body 3 is true in Z. Since Z is a model of Pey(s, py,
we have that [ is true in Z, from which we can deduce that [ € M.

3. M is a minimal model of R. Assume not, then there is a model N of R,
such that N C M. We prove that M C N, which leads to a contradiction.
Take [ € M. We distinguish between the following cases for I:

a) | = E(z,y) for a binary predicate E € preds(P(C, X)), i.e., a role
expression in Y. This can be done like in the proof of Theorem 6.6.

b) I = E(z) for a unary predicate E € preds(®(C, X)), i.e., a concept
expression in Y. This can be done like in the proof of Theorem 6.6.

c) I = q(z) for a unary predicate ¢ € Np\ N¢. By definition, we have
that ¢(X)Vnot ¢(X) —€ x(X, P’), and thus ¢(z) —€ x(X, P")¥ and
q(z) € N.

d) I = q(z,y) for a binary predicate ¢ € Np\ Ng. Similar as the above.

For the “if” direction, assume (U, M) is an open answer set of R with
p(u) € M. Define an interpretation Z = (AZ,.7), with AT = U, p? = {z |
p(z) € M} for unary predicates p € Np, ¢¢ = {(z,y) | q(x,y) € M} for
binary predicates ¢ € Np, '° and {0}? = {0}, for nominals {0} in X.

We have that |[{0}Z| = 1 and the unique name assumption holds.

Furthermore, one can show, along the lines of the proof of Theorem 6.6,
that

x € D <= D(x) € M, D a concept expression
(z,y) € DY <= D(z,y) € M, D a role expression

z € qt < q(xr) € M,qunary in Np\N¢
(z,y) € ¢*¢ <= q(x,y) € M, q binary in Np\ Ng

One can check that 7 satisfies every terminological axiom D C D as well as
every role axiom.

Take a rule | < 8 € P.(x, py with 3 true in Z. By the above, we have
that G is true in M such that, since [ « (§ € ch\ti(z,P)v l is true in M and thus
[ true in 7.

It remains to check that pZ is not empty. We have that p(u) € M and we
know that this is only possible, by the above, if u € pZ. a

6.4 Simulating DLR s}

The DL DLR [CDGL97, BCM™03] is a DL that supports n-ary relations,
instead of just unary and binary ones. Since guarded programs allow for n-

9 Note that 3 does not contain negation as failure by definition of DL-safe programs.
10 Since N U Ny C Np this also defines the concept and role names of .
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ary predicates, it is interesting to investigate to which extent DLR can be
simulated by guarded programs under an open answer set semantics.

We introduce DLR as in [BCMT03]. The basic building blocks in DLR
are concept names A and relation names P where P denotes arbitrary n-ary
relations for 2 < n < Nyee and Mg IS a given finite nonnegative integer.
Role expressions R and concept expressions C' can be formed according to
the following syntax rules:

R—’Tn|P|($Z/nC)|—|R|R1|_|R2
C—T1|A|-C|CiNCy | J[$R | <Kk[$i]R
where we assume ¢ is between 1 and n in ($i/n : C'), and similarly in 3[$i|R
and <k[$iR if R is an n-ary relation. Moreover, we assume that the above
constructs are well-typed, e.g., R; M Ry is defined only for relations of the
same arity. The semantics of DLR is given by interpretations Z = (A%, .T)
such that CT C AT, R% C (AT)" for an n-ary relation R, and the following
conditions are satisfied (P, R, R4, and Ry have arity n):
T € ()"
pPfcTZ
(~“R)” = TZ\R?
(R1MRy)Y =RINRI
($i/n:C)Y ={(dy,...,d,) € TZ | d; € CF}

Ti =47
AIQAI
(ﬁC)Z=AZ\CI
(CrnCo)f =T NGyt
(3[$1] )I—{deAI|H(dl,...,dn)eRz-di:d}

(<Ek[$iR)T ={d e AT | |{(dy,...,d,) e RT | d; =d}| < k}

Note that in DLR the negation of role expressions is defined w.r.t. TZ instead
of wr.t. AT. A DLR knowledge base consists of terminological axioms and
role axioms defining subset relations between concept expressions and role
expressions (of the same arity) respectively.

We consider a fragment of DLR, which we call DﬁR_{S}, i.e., DLR with-
out the expressions <k[$:]R since such expressions cannot be simulated with
guarded programs.

Ezample 6.16. Consider the concept expression < 1[$1]R where R is a binary
role (this concept expression corresponds to the number restriction < 1R).
One would simulate the < again by negation as failure:

< 1[$1]R(X) < not q(X)
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for some new ¢ with g defined as follows:
Q(X) — R(X7 Yl)u R(Xu Y2)7 YI 7é Y2

However, the latter rule is not a guarded rule — there is no atom that contains
X, Y1, and Y> — and it is not loosely guarded since Y; and Y, do not appear
together in an atom in the body (they appear together in a naf-atom). So, in
general, expressing number restrictions such as < k[$i]R is out of reach for
guarded programs.

Define the closure clos(C,X) of a DLR™{S} concept expression C' and a
DLRIs knowledge base X' as the smallest set satisfying the following con-
ditions:

C € clos(C, %),
T1 € clos(C, X),
for each C C D an axiom in X (role or terminological), {C,D} C
clos(C, X)),

e for every D in clos(C, X)), clos(C, X) should contain every subformula that
is a concept expression or a role expression,

o if clos(C, X)) contains n-ary relation names, it must contain T,,.

Formally, we define &(C, X) to be the following bound GP, obtained from the
DLR knowledge base X and the concept expression C":

e For each terminological axiom C C D € X, add the constraint
— C(X),not D(X) (6.29)

e For each role axiom R C S € Y where R and S are n-ary, add the
constraint
— R(Xy,...,Xn),not S(Xq,...,Xy) (6.30)

e For each T,, € clos(C, ), add the free rule
Tn(X1,...,Xn)\/’fl0t Tn(X1,...,Xn)<— (631)

Furthermore, for each n-ary relation name P € clos(C, X), we add the
constraint
<—P(X1,...,Xn),n0t Tn(X1,...,Xn) (632)

Intuitively, the latter rule ensures that PIC T% . We add a constraint
— not T;(X) (6.33)

which enforces that for every element x in the universe, T;(x) is true
in the open answer set. The latter rule ensures that TZ = AZ for the
corresponding interpretation. It can be guarded with X = X.

e Next, we distinguish between the types of concept and role expressions
that appear in clos(C, X). For each D € clos(C, X):
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— if D is a concept name, add
D(X)V not D(X) « (6.34)
— if D is an n-ary relation name, add
D(X;,...,X,) Vot D(X,...,X,) < (6.35)
— if D = —F for a concept expression F, add
D(X) < not F(X) (6.36)

Note that we assume that such a rule is guarded by X = X.
— if D = =R for an n-ary role expression R, add

D(Xq,.... Xp) — Tu(Xy,..., X)), not R(X;,...,X,)  (6.37)

Note that if DLR negation was defined w.r.t. to (A%)" instead of TZ,
we would not be able to write the above as a guarded rule.
— if D = ENF for concept expressions F and F', add

D(X) — E(X),F(X) (6.38)
— if D = ENF for n-ary role expressions E and F, add
D(Xy,..., Xn) —E(Xy,..., X0), F(Xs,..., X0) (6.39)
- it D=($i/n:C), add
D(Xy,..., Xy oo, Xp) — Tn(Xgy oo, Xy, X)), C(X;)  (6.40)
— if D =3[${]R, add
DX)—R(Xy, ., Xies, X, Xig1, -, X) (6.41)

Theorem 6.17. Let X be a DLR ™=} knowledge base and C a DLRs
concept expression. Then, ®(C, X) is a bound GP, with a size that is polyno-
mial in the size of C and X.

Proof. Observing the rules in ¢(C, Y), it is clear that this program is a GP.
Furthermore, every rule contains at most n,,q, variables which is also the
bound for the arity of the predicates such that &(C, ) is a bound GP by
Definition 5.75 (pp. 195).

The size of clos(C, X)) is linear in C' and X. The size of the GP §(C, X)) is
polynomial in the size of clos(C, X)!! such that the result follows. O

1 The size of &(C, X)) is polynomial in the size of clos(C,X) provided the size of C
and Y increases such that the n in an added n-ary role expression is polynomial
in the size of the maximal arity of role expressions in C and Y. Although the
size of C' and X' increases linearly upon adding a relation name R with arity 2",
where n is the maximal arity of relation names in C' and X, the size of &(C, X)
increases exponentially: one needs to add, e.g., rules

Ton(Xo,. o, Xon) V ot Ton(Xi,. .., Xon)
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Theorem 6.18. A DLR (=} concept expression C is satisfiable w.r.t. a
DLR S knowledge base X iff the predicate C is satisfiable w.r.t. (C, X).

Proof. The proof is along the lines of the proofs of Theorem 6.2 and 6.6. O

Satisfiability checking of a DLR concept expression w.r.t. a DLR knowl-
edge base is EXPTIME-complete [CDGL9S]. At least for the fragment DLR (=}
of DLR, the reduction, via Theorem 6.18, to open answer set programming
w.r.t. bound GPs is optimal as satisfiability checking w.r.t. bound GPs is in
EXPTIME (with Theorem 5.77 and the fact that every GP is a GgP).

6.5 Discussion: OASP vs. DLs

In this section, we discuss some of the advantages and disadvantages of open
answer set programming (in particular of the decidable fragments described
in the previous chapters) versus description logics in the context of knowledge
representation and reasoning.

Using EFoLPs instead of an ALCHOQ(L, M) knowledge base with DL-safe
rules on top has the advantage of nonmonotonicity by means of negation as
failure in both the FoLLP part and the arbitrary program part, whereas both
DLs and DL-safe rules are monotonic (DL-safe rules are Horn clauses and
thus do not allow for negation as failure).

Ezxample 6.19. Add a rule to the company example knowledge base, expressing
that if John is not married, he works late at the office:

works_late(john) <« not married(john)

Adding such a rule to our knowledge will have the effect that every open
answer set includes the literal works_late(john), i.e., John always works late.
However, consecutively adding the newly acquired knowledge that John is
actually married with a rule

married(john) «—

will make sure that John never works late in answers to our current knowl-

edge. This type of nonmonotonicity is one of the main strengths of logic pro-
gramming paradigms for knowledge representation; it was identified in [BS03]
as one of the requirements on a logic for reasoning on the Web. DLs lack this
feature and are monotonic, e.g., one could try to translate the above rule as
the following DL axiom.

- Married M {john} C Works_late 1 {john}

However, interpretations satisfying this axiom have a choice in making John
work later or not (there are interpretations where John is married and others
where he is not), such that adding that John is married would not invalidate
any previously concluded facts.
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As was shown in the previous sections, expressive DLs can be simulated using
open answer set programming. However, DLs have only a limited set of con-
structs while CoLLPs or EFoLLPs have a flexible rule presentation which often
allows for a more compact representation of knowledge than would be possible
in DLs.

Ezxample 6.20. One can represent the knowledge that a team must at least
consist of a technical expert, a secretary, and a team leader, where the leader
and the technical expert are not the same, by the following rule.

team (X ) «— has_member(X, Y;), tech(Y;), has_member(X, Yz),
secret(Yz), leader(X, Y3), Y1 #Y;3

Note that this definition of a team does not exclude non-listed members to
be part of the team. Moreover, in the presence of other rules with team in
the head, a team may be qualified by one of those rules. E.g., including a fact
team(007), would qualify 007 as a team, regardless of its members. Compared
with DL qualified number restrictions (> n R.C) where one indicates that
there are more than n R-successors that are of type C', CoLPs and EFoLPs can
constrain different successor relationships (has-member and leader) instead
of just one (R). Moreover, they can be very specific about which successors
should be different and which ones may be equal (Y7 may be equal to Y3, but
should be different from Y3), or to which different types the successors belong
(tech and secret) instead of one type (C).

Using inverted predicates, one can rewrite the above rule as the CoLLP rule

team (X)) «— is-member-ofi(X, Y:), tech(Y;), is_member_ofi(X, Ys),
secret(Yz), leader(X, Y3), Y1 # Y3

Intuitively, one can mix inverted predicates is_member_of* with normal pred-
icates leader. However, in DL number restrictions < R.C you either qualify
over a role or an inverted role name.

Representing such generalized number restrictions using DLs would be
significantly harder while arguably less succinct.

We can explicitly close the domain when using open answer set programming,
i.e., only allow reasoning with constants and thus forbidding the use of anony-
mous elements to make deductions. Indeed, one can, as in [GP93], simply add
the rules H(a) « for every constant a, and a constraint « not H(X) such
that all domain elements must be constants. A similar intervention, restrict-
ing the reasoning to individuals, is impossible within standard DLs and was
one of the arguments to extend DLs with nonmonotonic tools [DNR02]. One
could enforce closed domain reasoning in DLs by working internally with the
translation to open answer set programming.
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A clear (current) disadvantage of using OASP instead of DLs is the lack of
practical algorithms and associated reasoners in the former. Note that prac-
tical does not necessarily mean optimal: although the theoretical complex-
ity of, e.g., SHZQ, is EXPTIME-complete, practical tableau algorithms run
in 2-NEXPTIME in the worst case [Tob01]. The reason is that the EXPTIME-
completeness of SHZQ satisfiability checking results from a translation to
checking non-emptiness of 2ATA (see, e.g., [CGL02]) where the latter is in
EXPTIME w.r.t. to the number of states. However, although the number of
states of the translated automaton is polynomial in the size of the SHZQ
concept that one is checking (such that one has an EXPTIME upper bound
for SHZQ satisfiability checking as well), the size of the whole automaton
is much larger: one defines transition functions for an exponential number of
labels. Thus, the automata approach is not practically implementable.

As decidability of CoLPs is also shown by a reduction to 2ATA, we expect
a similar effect: good theoretical complexity, bad worst-case reasoners.

Decidability of CoLPs (Chapter 3) and guarded programs (Chapter 5) was
shown by a reduction to automata and fixed point logic respectively such that
no practical algorithms for these fragments are available. We have, however,
an actual algorithm for satisfiability checking w.r.t. local FoLPs, i.e., by a
reduction to finite answer set programming, but the 2-EXPTIME>? complexity
again illustrates the very high cost of such algorithms.

6.6 Related Work

We distinguish between two lines of research involving the reconciliation of
DLs and logic programming paradigms: the approach that tries to simulate
DLs reasoning with logic programming by taking a DL knowledge base and
reducing it to a program such that both conclude the same regarding satisfia-
bility checking (see Section 6.6.1) and the approach that unites the strengths
of DLs and LP by letting them coexist and interact, but without reducing one
formalism to the other per se (see Section 6.6.2). We will refer to the former
approach as simulating and the latter as integrating.

Open answer set programming can be considered to be a simulating ap-
proach: in Sections 6.1, 6.2, and 6.4, we simulate satisfiability checking in
SHIQ, ALCHOQ(L, M), and DLR =} by CoLPs, acyclic FOLPs, and bound
guarded programs respectively. On the other hand, it can also be classified in
the integrating approach: [MSS04] described an extension of DLs with DL-
safe rules with one associated semantics (which thus falls in the integrating
approach). We showed a simulation of this approach using the language of
free acyclic EFoLLPs in Section 6.3.

In the following sections, we discuss typical examples of each category and
highlight the differences with open answer set programming.
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6.6.1 Simulation of DLs in Rule-based Paradigms

[GHVDO03] imposes restrictions on the occurrence of DL constructs in termi-
nological axioms to enable a simulation using Horn clauses, i.e., clauses of the
form a < by,..., b, where a, b;, 1 < i < n, are non-equality atoms. Note that
the Horn clauses are interpreted under a FOL semantics (no minimality), and
as such the mapping is not actually to a LP paradigm but to a rule-based
paradigm in the broader sense.

The translation from terminological axioms to Horn clauses maps, e.g., an
axiom Cp M Cy C D, for concept names C4, Cs, and D, to a Horn clause

D(X) — Cz(X)a CQ(X)

and a D C CinCsy to
C1(X) « D(X)
C2(X) « D(X)

Not all DL constructs can be encoded as Horn clauses. E.g., axioms contain-
ing disjunction on the right hand side, as in D C C U D, universal restriction
on the left hand side, or existential restriction on the right hand side are pro-
hibited since Horn clauses cannot represent them. Moreover, neither negation
of concept expressions nor number restrictions can be represented. This re-
sults in a type of DLs that is less expressive than, e.g., ACCHOQ(U, M) which
we simulated.

In [ABO02], the DL ALCQT is successfully translated into a logic program
under the answer set semantics. However, to take into account infinite inter-
pretations [ABO02] presumes, for technical reasons, the existence of function
symbols, which leads, in general, to undecidability of reasoning.

In a first phase [AB02] defines a type of interpretations Z = (AZ,.T)
where A? equals a fixed finite Herbrand Universe of constants. Thus, instead
of modifying the answer set semantics with open domains, [AB02] closes the
DL domain. One can then introduce rules

top(a) —

for each a in the Herbrand Universe such that DL interpretations and answer
sets speak about the same domain. Concepts b can be introduced by rules

b(X) « top(X), not not_b(X)
not_b(X) « top(X), not b(X)

and similarly for roles. The rest of the constructs can then be defined similarly
like we did in the previous sections. Inverse roles are taken care of by rules

r(X,Y)«—p(Y, X)

if R = P~ for a role name P.
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In the second phase, [AB02] takes care of the general case (i.e., with nor-
mal, possibly infinite, DL interpretations) by introducing the rules

top(a’) —
top(f (X)) — top(X)

which generates an infinite Herbrand Universe, intended to simulate the
openness. However, adding function symbols yields undecidable answer set
programming in general, and it is not discussed why the obtained translation
would be decidable (note that the rule introducing the function symbol is not
w-restricted).

[HMS03] and [Swi04] simulate reasoning in DLs with a LP formalism by
using an intermediate translation to first-order clauses. In [HMS03], SHZQ
knowledge bases are reduced to first-order formulas, on which basic superpo-
sition calculus is then applied. The result is transformed into a function-free
version which is translated to a disjunctive Datalog program. It would be in-
teresting to see whether a similar technique can work to reduce, e.g., guarded
programs, to disjunctive Datalog programs under a finite answer set seman-
tics. However, [HMS03]’s technique uses basic superposition calculus which is
only applicable to first-order logic. As described in Chapter 5, we can reduce
satisfiability checking under the open answer set semantics to satisfiability
checking of fixed point logic formulas. As the latter are first-order extensions,
one would need an extension of the basic superposition calculus that can cope
with this; we are not aware of any such extensions.

[Swi04] translates ALCQT concept expressions to first-order formulas,
grounds them with a finite number of constants, and transforms the result
to a logic program. One can use a finite number of constants by the finite
model property of ALCQT; in the presence of terminological axioms this is
no longer possible since the finite model property is lost.

The approach is interesting since it provides efficient reasoning for a par-
ticular DL — its efficiency is comparable to that of DLP [PS99]. We focused
in Chapter 4 on finding a particular fragment of programs under the open
answer set semantics that could be reduced to finite answer set programming,
resulting in acyclic FoLPs. Acyclic FoLPs can simulate satisfiability checking
of ALCHOQ(U, M) concept expressions w.r.t. a ALCHOQ(U, M) knowledge
base. From that viewpoint, we also reduce a particular DL to finite answer set
programming, the basic difference being that [Swi04] allows for inverse roles
and prohibits axioms while we allow for axioms and prohibit inverse roles (and
include support for nominals).

In [VBDDS97], the simulation of a DL with acyclic axioms in open logic
programming (see Section 3.6.4, pp. 106) is shown. More specifically, open
logic programming simulates reasoning in the DL ALCN, A indicating the
use of unqualified number restrictions, where terminological axioms consist of
non-recursive concept definitions; ALCN is a subclass of ACCHOQ(U,M).

Essentially, this shows that there are other LP approaches that are just as
viable as open answer programming to simulate DLs; the main contribution of
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this dissertation is however, the identification of decidable subclasses for open
answer set programming. And as such, translations of DLs can be shown to
fall in such decidable fragments; the approach of [VBDDS97] requires careful
investigation of the SLDNFA proof procedure (which is incomplete in general).

6.6.2 Integration of DLs and Rule-based Paradigms

In [LR96], the DL ALCN'R (R stands for role intersection) is extended with
Horn clauses

9(Y) = p1(Xs1), -, pn(Xs)

where the variables in Y must appear in X3 U ... U X,; p1,...,Pn are ei-
ther concept names, role names, or ordinary predicates not appearing in the
DL part, and ¢ is an ordinary predicate. Note that ALCN'R is less general
than the DL ALCHOQ(U, M) that we considered. There is no safeness in the
sense that every variable must appear in a non-DL atom (i.e., with an ordi-
nary predicate), as it was in, e.g., [MSS04]. The semantics is like in [MSS04]:
extended interpretations that satisfy both the DL and clauses part (as FOL
formulas).

Query answering is undecidable if recursive Horn clauses are allowed, but
decidability can be regained by restricting the DL part or by enforcing that
the clauses are role safe (each variable in a role atom R(X,Y) for a role R
must appear in a non-DL atom). Note that the latter restriction is less strict
than the DL-safeness of [MSS04], where also variables in concept atoms A(X)
need to appear in non-DL atoms. On the other hand, [MSS04] allows for
the more expressive DL SHOZN (D), and the head predicates may be DL-
atoms as well. In relation with our work: we simulated [MSS04]’s approach
for ACCHOQ(U, M) (which is more expressive than ALCAN'R) in Section 6.3
where we needed the DL-safeness and not just role safeness as in [LR96].

An AL-log [DLNS98] system consists of two subsystems: an ALC knowl-
edge base and a set of Horn clauses of the above form, where variables in the
head must appear in the body, only concept names besides ordinary predi-
cates are allowed in the body (thus no role names), and there is a safeness
condition as in [MSS04] saying that every variable appears in a non-DL atom.
As argued in [MSS04], the approach in [MSS04] is more general since more
expressive DLs than ALC are allowed, role atoms are allowed and the head
predicate does not need to be ordinary. Since we simulated [MSS04]’s ap-
proach — if atoms are unary or binary and for the ACCHOQ(U,M) DL — we
can also simulate AL-log reasoning.

In [Ros05], an extension of the results in [Ros99], r-hybrid knowledge bases
are defined. The alphabet of predicates A is the disjoint union of structural
(read DL) predicates Ap and predicates Ag. An r-hybrid knowledge base
is a pair (7,P) where the first component is a DL'? where 7 contains no

12 Actually, [Ros05] considers the more general case of first-order theories.
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predicates from Apg (intuitively, Ag are the ordinary predicates from the rule
part), and P is a disjunctive program where each rule R has the form [Ros05]:

pl(Xl) V... vpn(Xn) — Tl(Yl), .. ,T‘m(Ym),Sl(Zl), .. .,Sk(zk),
not u1(Wy),...,not up(Wp)

where the r;, u; are predicates from Ag, i.e., ordinary predicates, and s; are
predicates from Ap, i.e., the s;(Z;) are DL-atoms. Furthermore, each variable
in R must occur in one of the r;(Y;)’s. The latter condition is exactly the
safeness condition from [MSS04]. However, [Ros05] allows for disjunction in
the head and negation as failure in the body for non-DL atoms. Moreover, the
semantics for r-hybrid knowledge bases differs from [MSS04]’s semantics. Intu-
itively, due to safeness, one can restrict oneself again to the version of P that
is grounded with the constants in the knowledge base. Next, one can, given an
extended interpretation of the DL knowledge base and the program, remove
the DL-atoms from P by applying a reduct-like construction. An extended in-
terpretation is then an NM-model if its projection onto the DL concepts and
roles satisfies the DL knowledge base, and the projection onto the ordinary
predicates is an answer set of the reduced ground program.

This approach is very expressive and decidable for DLs like SHOZN (D).
Moreover, it extends [MSS04] in the sense that an actual answer set semantics
is used instead of a first-order one. The approach in [Ros05], using the DL
ALCHOQ(U, M) and rules consisting of unary and binary predicates, cannot
be reduced to free acyclic EFoLPs since the arbitrary rule component in the
latter implements a first-order semantics by imposing that all head predicates
should be free. This worked for simulating [MSS04] since the interpretation of
the rules is first-order, but will not work for simulating [Ros05].

In [ELSTO04a, EIST05, ELST04b] description logic programs are intro-
duced; atoms in the program component may be di-atoms

DL[S\0pip1,-- -, SmopmPm; Q(t)

where S; are concepts or roles, p; are (ordinary) predicates, Q(t) is a concept
inclusion axiom, its negation, a concept C(t) or its negation ~C/(t) for a term ¢,
arole R(t1,t2) or ~R(t1,t2), op; is one of three operators that can, intuitively,
indicate the augmentation of S; or —S; in the DL part with the extension of
p; (which is defined by the rules), or a constraining of S; to p;. The semantics
is given by an interpretation that is a subset of the Herbrand Base of the
program part grounded with constants or individuals from the combined DL
and program. A ground dl-atom DL[S10p;p1,.. ., SmopmpPm; Q](t) is true in
such an interpretation if, intuitively, adding to the DL the assertions deduced
from the S;op;p;, the query Q(t) to that modified DL holds. E.g., if op; means
augmenting S;, then assertions S;(e) are added to the DL knowledge base for
each p;(e) in the interpretation; one can thus query the knowledge in the DL
part and each query can also provide the DL with information that the rule
part deduced, yielding a bi-directional flow of information.
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In [ELSTO04a], the semantics for the programs is an answer set seman-
tics, while in [ELST04b] a well-founded semantics is investigated. Both dis-
cuss the expressiveness and complexity for the expressive DLs SHZF (D) and
SHOIN (D). In [EIST05], the results of an implementation with experiments
were reported.

Finally, SWRL [HSB'04] is a Semantic Web Rule Language and extends
the syntax and semantics of OWL DL (i.e., SHOZN (D)) with unary/binary
Datalog RuleML [Rul], i.e., Horn-like rules. This extension is undecidable
[HPS04b].
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Conclusions and Directions for Future
Research

In order to solve the lack of modularity in answer set programming with a
closed world assumption, we defined open answer set programming. Although
open answer set programming solves the problem with closed-domain rea-
soning, it is undecidable in general. We showed this by reducing the domino
problem — is there a tiling of the infinite plane using a finite set of domino
types — to open answer set programming. We subsequently identified 3 families
of logic programs for which reasoning under the open answer set semantics is
decidable. Those 3 families include different types of syntactically restricted
logic programs and were categorized according to 3 different decidability vehi-
cles (two-way alternating tree automata, finite answer set programming, and
guarded fixed point logic):

e Reasoning with Conceptual Logic Programs (CoLPs) was reduced to check-
ing non-emptiness of two-way alternating tree automata, which yielded an
EXPTIME upper bound for reasoning — satisfiability checking — with CoLPs.
Predicates in CoLPs are unary or binary, rules have a tree structure, and
inverted predicates are allowed. Although restricted, they are still expres-
sive enough for conceptual modeling as we illustrated by translating a
particular ORM model. Furthermore, CoLPs can simulate reasoning in
the expressive description logic SHZ Q. The latter reduction implies EXP-
TIME-completeness.

e Forest Logic Programs (FoLPs) were identified and reasoning w.r.t. sev-
eral types of FoLLPs was reduced to finite answer set programming. FoLPs
add support for constants to CoLPs. E.g., for local FoLPs this yielded
a 2-EXPTIME>2 upper bound. A simulation of the DL ALCHOQ(U,M),
which includes nominals, yielded an EXPTIME lower bound.

Note the significant complexity gap between this EXPTIME-hardness and
2-EXPTIME>2 membership for local FoLPs. Intuitively, this can be under-
stood by looking at an analogous phenomenon in DLs: the DL SHZQ is
EXPTIME-complete, but practical reasoners for SHZQ are in 2-NEXPTIME
[Tob01]. Similarly, the reduction to finite open answer set programming of
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local FoLPs can be seen as an effective reasoning algorithm and thus less
optimal than theoretically attainable. Future work includes a tightening
of the upper complexity bound; note that a reduction to tree automata is
not immediately applicable as FoLLPs do not have the tree model property.
We further extended FoLLPs with arbitrary ground rules and showed that
such EFoLLPs can simulate expressive DLs that are extended with DL-safe
rules. This illustrated how an integration of DLs and rules can be embed-
ded in open answer set programming. The arbitrary ground rules may only
contain unary and binary predicates. Future work includes checking how
to cope with arbitrary n-ary predicates in this ground rule part.

Guarded programs allow for n-ary predicates, which makes them, in this
respect, more expressive than CoLLPs or FoLLPs. They are, however, less
liberal in their use of inequality. Decidability of reasoning with guarded
programs is based on a reduction to guarded fixed point logic, an extension
of first-order logic with fixed point formulas. This allows to characterize
a logic program by a fixed point logic formula where the latter formula
can be seen as an extension of Clark’s completion. Moreover, the resulting
fixed point logic formula can be translated to a Datalog LITE program, i.e.,
a stratified program with generalized literals with a fixed point semantics.
This reduces an open answer set semantics to a fixed point (bottom-up)
semantics for stratified programs which is remarkable as it shows that
negation as failure (under an answer set semantics) can be seen as semantic
sugar (one can, e.g., express, the circular knowledge a(X) < not b(X) and
b(X) < not a(X), which is not stratified).

We further showed that normal (finite) answer set programming can be
reduced to decidable (loosely) guarded open answer set programming such
that the latter is an extension of the former. We extended guarded pro-
grams with generalized literals which led to the simulation of computa-
tion tree logic. Moreover, Datalog LITE can be simulated by such extended
guarded programs, showing equivalence of Datalog LITE, (alternation-free)
guarded fixed point logic, and guarded programs with generalized literals.
Reasoning is 2-EXPTIME-complete in general, and EXPTIME-complete for
bound guarded programs (with generalized literals). Finally, we showed
how the DL DLR{=}, which allows for n-ary roles, can be simulated by
bound guarded programs.

We defined several classes of logic programs, decidable for the open answer
semantics, and illustrated their expressiveness by simulations of several ex-

pressive DLs (possibly with DL-safe rules). Moreover, we have native support

for
ing

nonmonotonicity by means of negation as failure, a feature that is miss-
in standard DLs. Additionally, the rule-based syntax allows for a more

succinct expression of knowledge than the more rigid DL syntax.

On

The DL SHOZQ has support for both nominals (O) and inverse roles (7).
the other hand, CoLLPs contain inverted predicates but no constants and

vice versa for FoLLPs. It is interesting to check whether one can allow for both
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inverted predicates and constants and still have decidable reasoning. Note
that a program with inverted predicated cannot be reduced to finite answer
set programming (like we did with local FoLPs) as inverted predicates may
lead to programs that have only infinite open answer sets. A program with
constants cannot be reduced to a tree automaton (like we did with CoLPs)
as constants, induce, at best, forest models instead of tree models. So, the
combination of inverted predicates and constants seems to be not trivial.

We plan to look into the correspondence with Datalog and use decidability
results for Datalog satisfiability checking, as, e.g., in [HMSS01], to search for
decidable fragments under an open answer set semantics.

Although adding generalized literals to guarded programs does not increase
the complexity of reasoning, it does seem to increase expressivity: one can, for
example, express infinity axioms. Given the close relation with Datalog LITE
and the fact that Datalog LITE without generalized literals cannot express
well-founded statements, it seems unlikely that guarded programs without
generalized literals can express infinity axioms; this is subject to further re-
search.

We only considered generalized literals in the positive body. If the an-
tecedents in generalized literals are atoms, it seems intuitive to allow also
generalized literals in the negative body. E.g., take a rule a «— (3, not [VX -
b(X) = a(X)]; it seems natural to treat not VX - b(X) = a(X)] as
3X - b(X) A —a(X) such that the rule becomes o — §,b(X),not a(X). A
rule like [VX - b(X) = a(X)] V a < (8 is more involved and it seems that the
generalized literal can only be intuitively removed by a modified GeLi-reduct.

We established the equivalence of open ASP with GgPs, alternation-free
uGF, and Datalog LITE. Intuitively, Datalog LITE is not expressive enough to
simulate normal uGF since such uGF formulas could contain negated fixed
point variables, which would result in a non-stratified program when trans-
lating to Datalog LITE [GGV02]. Open ASP with GgPs does not seem to
be sufficiently expressive either: fixed point predicates would need to appear
under negation as failure, however, the GL-reduct removes naf-literals, such
that, intuitively, there is no real recursion through naf-literals. Note that it is
unlikely (but still open) whether alternation-free uGF and normal uGF are
equivalent, i.e., whether the alternation hierarchy can always be collapsed.

We simulated DLR 1S} with bound guarded programs. However, we did
not need to use the full power of bound guarded programs. E.g., DLR-{s}
does not support nominals while bound guarded programs allow for con-
stants. We could extend DLR =} with nominals, resulting in the, to the
best of our knowledge, yet unexplored DL, DLROI=H Furthermore, while
normally only nominals {o} are allowed, we could allow for general nominals
{(01,02,...,0p)}, i.e., an n-ary tuple of individuals. The translation to bound
guarded programs would contain then rules

{(01,02,...,00)}01,02,...,04) —
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defining the particular role nominal {(01,02,...,0,)} as an n-ary predicate
that is only true for the tuple (01,09,...,0,).

Equilibrium logic is a nonmonotonic system for propositional logic, de-
fined in [Pea96]. The semantics of propositional formulas is given by equilib-
rium models. Interestingly, for logic programs, equilibrium models coincide
with answer sets. In [PV04], equilibrium logic is extended for first-order logic.
Since open answer set programming extends answer set programming by open
domains, or, equivalently, considers those first-order interpretations (U, M) for
which M is an answer set of P grounded with U, it would be interesting to
see whether first-order equilibrium logic is a generalization of open answer set
programming. In particular, whether a first-order equilibrium model of a logic
program (with variables) corresponds to an open answer set of that program.

Moreover, since first-order equilibrium logic is undecidable in general, one
could attempt to identify decidable fragments of first-order equilibrium logic
by using a translation to guarded fixed point logic. This would require the
characterization of an equilibrium model as a fixed point of an operator defined
w.r.t. some reduct of a general first-order formula (instead of a logic program
with variables like for open answer set programming).

In [HV02], we extend the DL SHOQ(D) with a preference order. This
order indicates whether a certain axiom is more preferred than another and
may defeat the meaning of that axiom. For example, we could be tempted
to assume that, in general, movie stars are bright people. If we came to the
discovery that movie stars residing in Hollywood are actually not that clever,
we would not be able to retain this information consistently. However by
defeating the rule saying that movie stars are clever with the rule saying they
are not if they are Hollywood stars, we can still retain a consistent knowledge
base.

In addition to adding a preference order on axioms, implementing the
notion of defeat, we introduce in [HV02] an order on the models of such a
description logic knowledge base, taking into account the order on the axioms.
Nonmonotonicity is then introduced by preferring models that defeat as few
axioms as possible, and if defeat cannot be avoided, we select those models
that defeat less preferred axioms.

The ideas applied in [HV02] for defeasible description logics, were first
defined in the context of answer set programming in [VNV02]. In preferred
answer set programming rules may be defeated and a preference order on rules
induces a preference on the extended answer sets.

Given the correspondence between DLs and open answer set program-
ming (i.e., the simulation of the former with the latter) and the fact that
open answer set programming extends normal finite answer set programming,
a unifying preferred open answer set programming would have several de-
sired features of different kinds of knowledge representation formalisms: open
domain reasoning, flexible rule-based representation, nonmonotonicity, and
resolution of conflicts using preference.
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